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Al file of program" FIT " are property of G an Piero Luciani.

This software are free and no guarantee of sone type is supplied, the

aut hor does not assune responsibilities derived fromthe use of the
program danmages derived fromthe use of this software are to cargo of the
user.

This is the english docunentation, it cones brought back with to the
italian docunentation because nmy English is rather poor and so this
docunent ati on could be insufficient and/ or conpresibile and full of errors.
Very thanks to anyone will want help ne to translate in correct way this
docunent .

Who found the programuseful or interesting or sinply wants, can send ne
one postcard with a beautiful stanp!

VWhat nmakes program FIT.

This programis born fromthe requirenent to calculate, on a series of data
collected in scientific experinents (chemcal, kinetic, etc.), the best

| east squared interpolation with functions that of solid are not easy
calculable with this system

The program contains the algoritim in order to calculate the |east squared
of the follow ng functions:

1) n. Degree polinomial.:Y = ap + a; X+ ax x> + ... + apx"

2) Gaussian: Y = a. e bx-x)?

3) Bi exponential: Y=a-ebtX+c.egdx
4) Van Deemter: Y=a+2 +cx

5) Morse: Y=a(l- e b(x- C))2
6) function: Y=a(l- e bX)

7) function: Y=a-b-e*

8) function: Y=a.-x".e b

Install ation.

The programis witten alnmost totally in USER RPL introduces, there is a
library, installabile and working on whichever port (fromO to 32), or a
directory like the personal tastes.

File: fit.lib
Li brary nunber: 1700

Byt es: 7619
CRC: # 13098d
File: fit.dir

Byt es: 7593. 5



CRC: # 9785d

The program can be | oaded in one of the usual ways (sees User’s Reference
Manual chapters 27 and 28) and works correctly in whichever port.

As it is used:

In order to use the program enough to give conmand FIT.

It cones shown the nenu of the various functions fromwhich one can be
chosen the type of curve with the arrow and the key OK

£ yofFIT_WLo GAL
EPlFolunomial m
a1 Gaussian

S Bi-Exponential

{: Van Deemter 4
| | | [tANIL] OK |

At this point it cones introduced a second wi ndow i n which are introduced
the data necessary to conplete the cal culation. The various options are
descri bed bel | ow

N. Degreee polinom al

Program for | east square polinoniale interpolation, the program executes
the interpolation with any degree (but power nust be smaller to the nunber
of the points) using the systemof the | east square interpolation

4 = AMN-HH+ AAL-H+AD
ZDAT:

d-coL: 1 ¥-CoL: 2
POHER: =

EMTER STRTISTICHL DATA
EMT] ] | JiAMEL] Ok |

The necessary infornmation are: the natrix of the data of the points from
interpolar that are constituted fromthe usual statistical variabile
sigmadat, the indication of the colum that contains independent variable
X, the indication of the colum that contains the dependent variable y, the
power of the polinomal to calculate.

Introduced the data and pressa OK the program executes the cal cul ati on and
transfers the result, under shape of al gebric expression, in the stack

It is enough easy to see the result of the interpolation with program PLOT
of HP, the first what to do is enter in the programwith RS 8 and sel ect
the type of plot to SCATTER, cancels previous pict and plot points adopting
t he autoscal e. Then you nust return to nmenu PLOT and sel ect the type of

di agram FUNCTI ON, takes the function cal culated fromthe stack and pl ot
over the points as soon as visualized.

Vari abl e used:

VBG list of the nessages of the graphical interface
Si gmaDAT: statistical variable of HP 48

X: i ndex of the colum for independent variable

Y: i ndex of the colum for dependent variable

N: degree of the polinonio

Al gorithm



The coefficients of the polinoni o are obtained resolving the follow ng
equati on:

n n -1

n
) n .
nN iﬁzlx. i:Zl X] ri]ZZly. ag
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igmigx e o %wm _| a
H.n ”“;n “'f n o
i%x' i%xi igym
Exanpl e:
Xi Yi N=3 (y=x"3-7x+6)
0 6 exact found
1 0 a0 6 6
2 0 al -7 -7.00000000001
3 12 a2 0 3.75E-12
4 42 a3 1 1
5 96
Gaussi an

Program for interpolation of the Gaussian function, starting froma series
of points the programis able to calculate the best Gaussian.

SRS Y = AENPL-B-iH-RHO B
T [[ -4 —264 1]
o FEN t-cOL: 2

EMTER IMDEF COLUMH MWUMEER
EnT | | JAMIL] DK ]

The necessary information are: the matrix of the data of the points from
i nterpolar, the indication of the colum that contains independent variable
X, the indication of the colum that contains dependent variable y.

Vari abl e used:

MBG list of the nmessages of the graphical interface
Si gmaDAT: statistical variable of HP 48
X i ndex of the colum for independent variable
Y: i ndex of the colum for dependent variable
Al gorithm

The equation t hat

it wants interpolar

expressed fromthe equation

y = Ax e B:x-x0)?

This equation can be transformed in a polinom o of 2° degree,

is the Gaussi an one that comes

that it can

be resolved with the sane algorithmused in the previous case.
The first operation to do is to assume



In(y) =In(A) - B-(x- Xo)?
In(y) = In(A) - Bx? + 2BXXo - Bx3
In(y) = (- B)x2 + (2BX0)X + (In(A) - BX2)

therefore the polinomo is estimated of interpolation of second degree from
whi ch the coefficients are obtained:

a0 = In(A) - BX2 A= o@0 )
a1 = 2BXp and B=-a,
az=-B XO:'Zaalz
Exanpl e:
Xi Yi y = 3*exp(-0.2*(X-2.3)"2)
0 1.04145
1 2.13958 exact found
2 2.94648 A 3 3.00000051775
3 2.71995 B 0.2 0.200000299828
4 1.68306 X0 2.3 2.29999886033
5 0.69810

Bi exponenti al

Program of |east square bi exponential interpolation, the program executes
the interpolation with the bi esponenziale function, that is

y=A*exp( - B*x) +C*exp( - D*x)

HEEEY = R-ENPO-E-H)+C-ERPO-D-H) S
oA [[ -4 =264 1 .,
#-coL: 1 v-cot: ENE
GUuEs:: L 1 2 .1 .2 %

EFF: .1

EMTER DEPEMDEMT COLUMM MUMEEF
EnT | JUANGL] DK ]

In this case beyond to the infornati on demanded in the previ ous prograns
list of four values is necessary to introduce one (guess) and the error

In order to resolve this problem (that it is npost conplex of the entire
group and is that one for which they have been witten these prograns) is
necessary to resort to a iterative nethod of Newton Raphson who in order to
work wel |l dermands an approxi mate val ue of the paraneters that nust try;
much better they are these val ues the much best one and faster it is the
cal cul ati on.

Initially it is well as an exanple to place Err to a enough great val ue
(=0.1) then riduce Err in second tine. In fact repeating the calcul ation as
guess the values of the result of the previous cal culation are taken

Vari abl e used:
MBG list of the nessages of the graphical interface
Si gnaDAT: statistical variable of HP 48
X: i ndex of the colum for independent variable



Y: i ndex of the colum for dependent variable

X0: list of the initial values of the coefficients of the
tried equation
Er: error; it is the sumof the differences between the

coefficients of the equation tried calculated in two
consecutive iteration

Al gorithm
uses the algorithmof the |east squared interpolation, but the function in
obj ect cannot be |led back to a polinomo, then is necessary a iterative
net hod ( Newt on- Raphson) that it takes advantage of the follow ng al gorithm
It is the function frominterpolar

Y=a-e™+c.e ™
Then the function chi-square is equal (almost equal, some constants that do
not influence the calculation are omtted) to:

X2 « (yl _ a.e-in +C‘e-dxi)2

If the best values of the paranmeters (a, b, ¢, d) are wanted to be found
it must dimnish this function, that is find the values of (a, b, ¢, d)
that they render the derivative of chi-square null

In order to make this the iterative algorithm of New on-Raphson is used who
bringi ng back of under:

r 62){2 62}(2 62){2 62){2 .- 1 5_/
an an- | dada oOadb odacc oadd oa
b b 62){2 62}(2 62){2 62){2 5_/

n — n-1 _ caobh obob oboc obad X ob
Cn - Cn_ | 62X2 62}(2 62X2 82){2 a_/
dadc dboc dcoc  oced ac

dn dn—l Py Py Py 0%y2 6_/
L Zaod Pbod ocod oded - od

In truth this algorithmis rather slow for which the calculation it comes
executed in two phases, in before a reduced and approxi mated shape is
executed and then applies the true algorithmand just. If all it goes well,
to every iterance the values of (a, b, ¢, d) are nearer the searched val ues
and on the display it comes shown a nore and nore snall val ue of X2.

VWhen X2 is sufficiently small the program executes the conplete algorithm
(comes shown Y2) until to the attainnent of the intentional error

The error is calculated on the base of the difference of the sumof the
single paraneters in two successive iterances.

To the onl ookers council to watch the program | can only add that it

wor Kks.

Seen the conmplexity of the calculations, it is not said that an acceptable
result is obtained always, in these cases nmust be tried to change the

val ues of guess of departure.

Mor eover the cal cul ati ons denmand a time for which and not having too much
haste wel .

Exanpl e:

Xi Yi y=10*exp(-0.5*x)+5*exp(-0.05*x)

0 15

1 10.82 guess

2 8.2 a 9 Er=0.1
3 6.53 b 1




4 5.45 o 3
5 4.71 d 0.1
6 4.2
7 3.82 exact found
8 3.53 a 10 9.999329
9 3.3 b 0.5 0.500251
10 3.1 c 5 5.000664
11 2.92 d 0.05 0.050101
Van Deent er
Program of | east square interpolation of the function of Van Deenter
: : +E R
EDAT: -4 —-254 ]
H-foL: 1 y-coL: o 2
GUEzs: £ 1 2 3 3
ERF: .1
EMTEE ETRTIZTICAL DATH
[ EnT] | | [iAHIL] DK |

Al the next prograns use the sane algorithns seen for the program of

bi - exponential interpolation and need of the same informati on of base. In
this case the guess and conmposed fromone list of 3 paraneters. For the
onl ookers it can be said that the curve of Van Deemter is used in

chromat ography (chemistry)in order to put in relation the flow of the
eluent with the efficiency of the colum. In practical the constructors of
the colums they declare which is the optimal flow in base to the used
eluent and since this is nuch simlar for simlar columms this program has
one useful | ness reduced enough.

Vari abl e used:

VBG list of the nessages of the graphical interface

Si gmaDAT: statistical variable of HP 48

X: i ndex of the colum for independent variable

Y: i ndex of the colum for dependent variable

Xa: list of the initial values of the coefficients of the
tried equation

Er: error; it is the sumof the differences between the

coefficients of the equation tried calculated in two
consecutive iteration

Al gorithm

Uses the sane al gorithm expl ai ned before, in the shape original without
approxinmations. In this case to every cycle it cones shown Er that is the
sum of the differences of the paranmeters tried between one iterance and the
other. As it will be | ooked at making of the tests, this function is the
much | ess sensitive one to the choice of the initial values.

Exanpl e:

Xi Yi y=A+B/X+CX

1 29

2 26 guess

3 25.7 A 10 Er=0.1
4 26 B 10




5 26.6 C 10

6 27.3

7 28.1 esatto trovato

8 29 A 20 20.003197

9 29.9 B 8 8.002840

10 30.8 C 1 0.998690
Mor se:

Program of |east square interpolation with the function of Morse

HEEEEY = R-(1-ERPO-E-H-Ch00 R S
EmaT:  [[ -4 —264 1 ..
H-coL: 1 v-CoL: 2
GUESH: L B B @A 3

EFF: .1

EMTER MAXIMUM RCCEPTHELE ERROR
EnT] | | JUANIL] OK |

The program uses the sanme algorithms seen for the program of bi-exponenti al
and need of the sane information of base, in this case however is a
function of forecast of the value of guess that it enters in function when
guess = { 00 0 }.

The Morse function describes the curve of potential of a chemical bond in
function of the distance between the atons that conpose the bond.

Vari abl e used:

MBG list of the messages of the graphical interface

Si gmaDAT: statistical variable of HP 48

X i ndex of the colum for independent variable

Y: i ndex of the colum for dependent variable

Xa: list of the initial values of the coefficients of the
tried equation

Er: error; it is the sumof the differences between the

coefficients of the equation tried calculated in two
consecutive iteration.

Al gorithm

Uses the same al gorithm explained for the bi-exponential |east square
interpolation in the shape original w thout approximations, when guess = {
0 0 0} according to algorithmit tries to indovinare the best paraneters
to use in the iterativa ruotine. In this case to every cycle it cones shown
Er that is the sumof the differences of the paraneters tried between one
iterance and the other.

Exampl e:
Xi Yi y=A(1-exp(-B(X-C)))"2
0 124.77
1 32.30 guess
2 2.62 A 0
3 1.94 B 0 Er=0.01
4 13.13 C 0
5 27.84




6 42.26 exact found
7 54.87 A 100 119.16
8 65.28 B 0.3 0.255
9 73.57 C 2.5 2.735
10 80.03

Y=A(1- exp(-BX))
This program executes the interpolation with the function: y=A(1l-exp(-BX)).

= A-C1-EHPC-E-H1) §
[L -4 —Z&4 1]
1 Y-cOL: 2

.1

EMTER INITIAL GUESS YALLE
EnT ] | JUAMEL] DK ]

The program uses the sanme algorithms seen for the program of bi-exponenti al
i nterpol ati on and needs of the sane information of base; as in the case of
the Morse function a function of forecast of the value of guess is present
that it enters in function when guess = { 0 0 }

Vari abl e used:

MBG list of the nmessages of the graphical interface

Si gmaDAT: statistical variable of HP 48

X i ndex of the colum for independent variable

Y: i ndex of the colum for dependent variable

Xb: list of the initial values of the coefficients of the
tried equation

Er: error; it is the sumof the differences between the

coefficients of the equation tried calculated in two
consecutive iteration.

Al gorithm

Uses the same al gorithmused for the bi-exponential interpolation in the
shape original wthout approxi mations, when guess = { 0 0 } according to
algorithmit tries to find for semenpiricist the best paraneters to use in
the iterativa ruotine. In this case to every cycle it conmes shown Er that
is the sumof the differences of the paraneters tried between one iterance
and the other.

Exanpl e:
Xi Yi y=A(1-exp(-BX))
0 0.00
1 25.92 guess
2 45.12 A 0
3 59.34 B 0 Er=0.01
4 69.88
5 77.69
6 83.47 exact found
7 87.75 A 100 99.99917
8 90.93 B 0.3 0.300005




9 93.28
10 95.02

Y=A- Bexp( - CX)
This program executes the interpolation with the function: y=A-Bexp(-CX)

¥ = A-B-EXPL-C-H)

ZDAT:

H-coL: 1 ¥-coL: 2
GUEss: L B B @ %

ERF: A1

EMTER ZTATISTICAL DATHA

AT N N S [VT:TTN T

The program uses the sanme algorithms seen for the program of bi-exponenti al
i nterpol ati on and needs of the same information of base; as in the case of
the Morse function a function of forecast of the value of guess is present
that it enters in function when guess = { 0 0 0 }.

Vari abl e used:

MBG list of the nmessages of the graphical interface

Si gnmaDAT: statistical variable of HP 48

X i ndex of the colum for independent variable

Y: i ndex of the colum for dependent variable

Xa: list of the initial values of the coefficients of the
tried equation

Er: error; it is the sumof the differences between the

coefficients of the equation tried calculated in two
consecutive iteration.

Al gorithm

Uses the same al gorithmused for the bi-exponential interpolation in the
shape original w thout approximtions, when guess = { 0 0 0 } according to
algorithmit tries to find for via semenpiricist the best paranmeters to
use in the iterativa ruotine. In this case to every cycle it cones shown Er
that is the sumof the differences of the paraneters tried between one
iterance and the other.

Exanpl e:
Xi Yi y=A-Bexp(-CX)
0 5.00
1 591 guess
2 6.65 A 0
3 7.26 B 0 Er=0.01
4 7.75 C 0
5 8.16
6 8.49 exact fount
7 8.77 A 10 9.993044
8 8.99 B 5 4.991586
9 9.17 C 0.2 0.200418
10 9.32




Y=A* X"n* exp( - BX)
This program executes the interpolation with the function:
Y=A* X"n*exp(- BX).

5 Y = A-HM-ERPO-E-HI i
EeAT: [0 -4 —284 1 .,
W-cOL: 1 ¥-fOL: 2 W OPOM: E]
GUESs: £ @ @

EFF: i
EMTEE % POMER
EmT] | [ [eaMiL] 0K |

The program uses the sanme algorithms seen for the program of bi-exponenti al
i nterpol ati on and needs of the sane information of base; as in the case of
the Morse function a function of forecast of the value of guess is present
that it enters in function when guess = { 0 0 }.

The program need al so the n power.

Vari abl e used:

MBG list of the nmessages of the graphical interface

Si gmaDAT: statistical variable of HP 48

X i ndex of the colum for independent variable

Y: i ndex of the colum for dependent variable

Xa: list of the initial values of the coefficients of the
tried equation

Er: error; it is the sumof the differences between the

coefficients of the equation tried calculated in two
consecutive iteration.

Al gorithm

Uses the same al gorithmused for the bi-exponential interpolation in the
shape original wthout approxi mations, when guess = { 0 0 } according to
algorithmit tries to find for via semenpiricist the best paranmeters to
use in the iterativa ruotine. In this case to every cycle it comes shown Er
that is the sumof the differences of the paranmeters tried between one
iterance and the other.

Exanpl e:
Xi Yi y=A*X"n*exp(-BX)
0 0.00
1 9.51 guess
2 72.39 A 15
3 232.39 B 0.01 Er=0.01
4 523.99 n 3
5 973.50
6 1600.17 esatto trovato
7 2417.08 A 10 10.000124
8 3432.04 B 0.2 5.000114
9 4648.31
10 6065.31




