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Hi everybody!

Thisispart 4 of the Basic Calculus Marathon and it is also the start of
volume 2. Thefirst volume of the marathon contains parts 1, 2 and 3,
and because it is adready so big, | decided to continue in a new
separate document. | wonder how many volumes this marathon will
have when it is ready.

As we have seen, the HP49G provides very good tools for finding
and working with derivatives. We will continue with one of the most
typical thingsthat have to do with calculus, namely finding extrema of
functions. We begin with functions of a single variable. On the
HP49G we can find local maxima and minima in many ways. Let's
first choose a function to work with. Go to the EQW and enter

X® - 3%X?- 9% +17. Storethis function inFTEST aswe are
going to use it more than once. We search for extrema of this
function. As you know a function f(x) has amaximum at x = x,
when:

1°f(x)

'S

11(x)

=0 and <0

X=X o

Similarly afunction f(x) hasamaximumat x = x, when:

1°f(x)

'S

7f(x)

=0 and >0

X=X o

That means that we must find the roots of the first derivative of our
function, and then plug these roots in the second derivative and check
if it is greater or less than 0. Recall FTEST , enter X , press[d] and
then EHZEEE to get 3xX° - 6XX - 9. Wewill need the first
derivative later, so storeit in FTEST (. (The character " ¢" is character
number 180.) Now we will find the roots of the first derivative.
Recall FTEST(, enter X and pressESIIE. The HP49G returns

{Xx=3 X=-1.Tha meansthat for X = 3 and for X =- 1 the

function X3- 3%X?- 9%X +17 hasextrema. Storethelist in
EXTREMA . Let's find the second derivative of FTEST now. We will
differentiate the first derivative for X again. Recall FTEST(, enter X,
press|[d] and then SRR to get 6 XX - 6. Storethisresult in FTEST &
. Now we will plug the valuesin the second derivative. Recall FTEST &
and then the list EXTREMA . Press S]] and expand to get

{12 -12}. That meansthat for X = 3 thefunction hasalocal
minimum and for X = - 1 the function has alocal maximum. What are
thevaluesof thelocal maximum and thelocal minimum?Recall FTEST
and EXTREMA and pressENER] and [SAZNE. The HP49G says:
{-10 32} which meansthat thefunction X°®- 3%X*- 9 XX +17 at

X = 3 hasaloca minimumvaueof - 10 andat X = -1 alocal
maximum value of 32.

As you can see, the ability to find maxima and minima analytically
strongly depends on the ability to solve analytically the equation:

(%)

Ix

If the HP49G can solve that, then you win. If it can't solve that, then
you can still win, but you can as well lose. Let's have such an example.
We try to find the extrema of the function:

SIN(X)

X

Enter the above function and storeit in FTEST . Takeitsfirst derivative:

_ SINX)- X>COS(X)
XZ

and its second derivative:
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(X2 - 2)xSINX) +2xX>COS(X)
X3

for X and storethem in FTEST ¢ and FTEST & respectively, like we
did before.

Now, the equation:

_ SINX)- X>COS(X)
XZ

=0

can't be solved analytically on the HP49G (or elsewhere). We haveto
try other techniques to find the roots of this equation. Of course when
analytical methods fail, we can try numerical methods, but then, oh
then the magic is gone. If we could find some analytic closed
solution, then one single formula would give us all solutions of the

SIN(X)
X

methods, then we have to apply them over and over again, once for
each extremum. Boring! But let's at |least take a look at what the

%(X) iNEQ,anddo a

function plot of it from X =-12.57 to X =12.57 and with
automatic scaling of the Y -view range. Asyou can see the functionis
symmetric under

coordinates 1
transformation
X® -X,i.e:

SIN(X) _ SIN(- X)

X -X
So we can examine
only the function for
positive values of X
and then extend what _1=
we find to negative

equation, i.e. al extrema of . But if we use numerica

HP49G provides in such cases. Store

TN
\\_/im WAL

values of X. When the plot is ready the graphics cursor id positioned on

the centre of the plot. Press [ 4 and thenlzl to move it to the right
edge of the screen leaving its Y -coordinate unchanged. We are going to
re-centre the plot at the

new graphics cursor 1

position. Press

then and then
. Theplotis
redrawn centred at

(12.57,.39). Asyou

can see the function has
a series of maxima and
minima. The maximum _
a X=0is"easy"to
find, since the equation
of thefirst derivative

N e
—

‘.\/‘M_,-f"

23.14

n.zr

- SINX)- X2><COS(X) isequal to 0 at X = 0. Thismaximum is not

found analytically but rather empirically through looking at the plot, but
nonetheless it is exact and no approximation. Move the graphics cursor
somewhere near the X -coordinate of the first minimum. Press|[gagl and
then [[ERIE). The HP49G starts searching for an extremum of the
function. It finds the extremum next to the current X -coordinate of the
graphics cursor. When it finds it, it moves the cursor to that point, and
displaysthe X - and Y -coordinates of the extremum at the bottom of the
display. A copy of these coordinatesis put on stack level 1 asacomplex
number. Move the cursor to the X -coordinate of the next maximum to
the right. Press some menu key to display the menu again, and then
again to find the coordinates of the maximum. Repesat the same
procedure for each of the displayed extrema. (That's the boring part.)
When done, press [FANCET] to return to the stack, which is full of
labelled coordinates of extrema. We don't need the Y -coordinates, so
let's isolate the X -coordinates of all these points. Press[ 4] to go to the
interactive stack, and then repeat pressing [ 4] until you are at stack
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level 7. Press [IXT] and then MRl This puts al objects from the
current stack level to stack level 1in alist. Press[ZANCEL] to exit the
interactive stack. Now press[g[d to get the read part of al the labelled
complex numbers in the list, i.e. the X -coordinates of the extrema
Store thelist inEXTREMA . Let's examine the list. Since we have to
do with a function in which trigonometrics are involved, we "smell”
the presence of p . Recal EXTREMA , press|r], [ FUM] and then
todivideal numbersin thelist by the numeric value of p . Press

to view the list. Notice that the numbers agree better and better with

3 , Wwhere n=0,1,2,%. We dready have afirst

—SIN(X) . For
X

2+
the formula

general result from the examination of the extrema of
+3

big values of X, the extrema approach 2 % . Thisisof course

no proof, it is only an observation that leads to an assumption about
the extrema. Let's make a further test of this assumption. Store the
first derivative

_ SINX) - XxCOS(X)
XZ

in EQ. Press[AFF3] to get the pop-up menu with the built-in
applications of the HP49G. Using the arrow keys select
4 Numeric Solver¥s . PressENTEF]. Now anew pop-up appears
that contains all numeric solvers of the HP49G. The first one is
1.Solve Equation¥s and it is already selected. PressERTEF] to go
to the SOLVE EQUATION screen. The first derivative is aready
stored in EQ and so it appearsin theinput field Eq: . Select the input
n+3

field X:. Let's use a guess value of 2

2 100 * 3 + 2 / p * ® NUM and pressENTEF]. The
numeric value 318.871654339 isput intheinput field X:, and the

field Eq: isselected. Select theinput field X: again, pressf%1] and

%, with n=100. Type

fld. After awhile the HP49G returns 318.868518261 in the

input field X:, which isamost what we used as a guess value. It seems
that our assumption about the extrema is correct. Press to
return to the stack which contains the found solution at level 1. Drop the
solution. The HP49G has also stored the solution in variable X . Since
this is often the variable VX and the CAS doesn't like numeric values
stored in VX, purge variable X to avoid problems later. As w(e s)ee the
SIN(X

sequence of X -valuesthat correspond to the extrema of

n+3

2
resembles the sequence X0 more and more as n gets greater

and greater. Can we use this fact in our investigations? Can we use it to
at least get an analytic approximation of the extrema, that is better than
2x+3 . . 2n+3

¥ ? Let's see. Since we smelled that for X = 0 the

function has (almost) extrema and that for growing n we approach the
extrema better and better, we can try to make a series expansion at
X_2>n+3

for X.Recall FTEST, enter X = X0, then enter 3, and then press
SJ=gl=eY. The HP49G shakes, rattles and rolls and it gasps out a huge
list in stack level 2 and h= X- X0 in stack level 1. PressEEEE] to
substitute X - X0 for h in all dgebraic objectsin thelist. Enter 3 and
press [el) to get the third item of the list which is the series expansion.
Now press [ijffef to get rid of the label. The series expansion that the
HP49G returned is of 4th order. Press [WF] to get the series expansion
in the EQW for editing. We want a series expansion of 3 order (didn't
| tell you that?), so we are going to delete the 4th order term, i.e.
truncate the series the brutal way. In the EQW pr&sslj to select the
first (4th order) term, and then press FEL]. The 4th order term is deleted

and the 3" order term is now selected. Press ENTEF] to put the edited
series expansion on the stack. The expression is now:

X , take the derivative of the series, and solve the series
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(3>%0? - 8) SIN(X0) - (X02- 62X0) >COS(X0)
6xX0*
2
 (x02- 2)>6IN(XO)+32XXO><COS(XO) X - XO)
23X0
SINXX0) + X0 XCOS(X0)
] X0?

X - X0)*

, SIN(x0)

X- X0)+== &

Store that in SERTEST . Now, we know that for extremathe
eguation holds:

ft(x)

X

=0

X=Xg

where x,, isthe value for which the function f(x) goes through the
extremum. The series expansion is:

191 1 7%
)+ I )+ 2L )

If we use the fact that we did the series expansion at (approximately)
the points where the extrema occur, we can stripe off the term

_ SINXX0) + X0xCOS(X0)

07 {X- X0)

(first derivative) from our seriesexpansion, sinceit is (approximately)
0.

Recall SERTEST, press[¥] to get it into the EQW, press[ W] and

then twice | B | to select the first order term, and pressPEL] to let it
go. Press EMTEH| to put the series on the stack. The expression now
must be:

(3xx0? - 6) %SIN(X0) - (X0? - 6 %X0) }COS(X0)

3
6X0" X - X0)

_ (on i 2) XSIN(X0) + 2 X0 xCOS(X0) X - X0) + SIN(X0)
2 xX0? X0

Now enter X and press|d] to get the derivative. You get:

(3xx0? - 6) %SIN(X0) - (X0? - 6 %X0) }COS(X0)

2
50" BXX - X0)
X0? - 2) SIN(X0) + 2 xX0 xCOS(X0
(- 2peiNx0)+2 () - x0)
2xX0
Enter:
o= 2M*3

I . 2N+3 .
EINIEE]] to substitute 3o for X0 . The expression now

e 29 . )
SN 3,0 | Q@ NNt 0 :
Ce e 2 g g e 2 [ +
g 2 " -
c.RN+3, 6 | 62N +3 D ~gXNT3, 6.
& gé 7 o e 2 m% : P

e 2 ] .2
ﬂx3xa§<_ 2m+3>po

4
682 +3 .00 2 0
e 2 o
m+3 5 0 . @n+3 o
%@ 5 Py - 2SIN—— P,
¢ =
G2 BN 0,005 MNE3 10 =
G [} e [%] “
e 2 2 mQ@_Zmﬂ 6
2)?2):(]4.3 ) e 2
e~ Py
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Store this result in DSER1. Recall DSER1 and let's continue. The
derivative of the series contains

2 N+3  §H

COSg—— 1,

and

SIN

BN+3 §
e 2 P

+3

All cosines of Sl ¥ areequal to O for integer values of n.

(Should | repeat the story about feature
INTEGERASSUME ?;-)) Enter thelist:

the missing

L cos®N*3 .6
IM29e

i

mg%

. Drop the 1 from the stack. The sines of

2X+3

%0 will beether 1 or - 1 for integer valuesof n. Press
ENTEF] to make a copy of the expression on stack level 1. Enter the
list:

N + ']
LN 3 00
|

e 2

press LALLM and drop the1 again. The expression on stack level
lisnow:

® IER 2
%szm;S g _6+Xl_§lééxnz+3)pg 'Gx?m2+3*p£’0 )
e a 5
. >6X§g(_2m+3 o)
g, 22M*3 6 & T2 Vo
e 2 Py
2
. 0 .
(?fgm-'-sxpo - 21—><|_+2x‘?2>n+3>p0>0
g€ 2 g 5 e 2 4] = 2n+3
- 7 X2 XX - »
2x6Q><n+3 3 e 2 a
e 2 Py

Store the resulting expression in DSERP . Now enter the list:

Store the resulting expression in DSERN. These two expressions are
polynomials of second degree in X which we can solve analytically.
Actualy we only need to solve one of them since DSERP = - DSERN.
Recall both DSERP and DSERN on the stack, press[+] and expand to
get 0, which tells us that indeed the one polynomial is the negative of
the other. Since the first derivative of some function is O at the extrema,
recal DSERP, enter X and press 5. The HP49G returns:
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}x _ (10on+15)>p x=(2>n+3)>pu
|

6 2

The first of these two solutions is not useful in this case. The second
Is exactly our first analytic approximation of the real extrema. So we
didn't get a better approximation. But we don't give up. On our way
to a better approximation we deleted the first order term of the series
expansion because we assumed that it is approximately 0O, since the
first derivative of the expression vanishes at the extrema. But we
didn't have the exact extrema. We had only the approximations
X0 = 2n+3

extrema. Would it help to not delete them? Let's see. Recal
SERTEST, enter X and press|d] to get the derivative:

%0, of which we know that they are almost the

(3>%0? - 8)SIN(X0) - (X0?- 62X0) >COS(X0)
6xX0*
2
~ (x0%- 2)>8IN(X0) + 3.2><x0><cos(xo)><Z X~ X0)
23X0
SINXX0) + X0 xCOS(X0)
] X0?

BYX - X0)?

Storethisin DSER1. Now enter:

_2n+3
2

X0

. 2Xn+3
IR to substitute

and press 3o for X0 . Againthesub

expressions:

E2N+3_H
e 2 >13g
areadl equa to 0, and the sub expressions:

COs

2 N+3 H
SINé > Py

aredl equa tolor - 1.

Enter thelist:

Lcos®M*3 .0 of\';f
0 %]

e 2
and press (IEEIISI . Drop the 1 from the stack. PressENTER] to make
acopy of the expression on stack level 1. Enter the list:

6, Bm+3 o 2N+3 a0
€& 2 [} e 2 27} .2
— >€’>§(_2>ﬂz+3 g
Nn+3_ 5
S ZTEN
2 0 .
CEME 3,06 . 2 44282 M 43 50,0 1432043 ,06,9
ee 2 2 o e 2 2 05 2>n+3)p6 e 2 2
i 3 e’ o z
2x§52m+3>po 2 §Q>n+3 3
e 2 g e 2 [7]

Store the resulting expression in DSERP . Now enter the list:
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Let's see how good these solutions are. Press WIRER to explode the
] SINaQ Mn+3 11',1 list, and then|i| to drop the element count. Now the second solution is
SN P - g on stack level 1. Press ENTEF] to make a copy of it. We are going to

make asequencefor n=0 ton=6. Enter n, 0, 6, 1, and press

to create the sequence. The HP49G returns the sequencein alist after a
while. Now we will convert the members of the sequence to numbers.
Enter a 1, then the program<< ® Num >>, and then press [Eagiiais.
The HP49G converts all expressions in the list to numbers. Are these

® @n+3 4 O . ®n+3 § . @xn+3 . SIN(X
g ’“2+ Py - 6%l gémT+ »0 - 6><ex”T+ P P w203 g numbers the values of X for which T() goes through extrema?
7 B P i

6201+ 3 0 € 2 @ Recall EXTREMA and compare the two lists. The numbers we found

o €2 '@ are not what we wanted. Press [+#l] three times to get rid of the lists and

BeN+3 6 0,04 8NN3 6, 143N*3 6 of the solution that we don't need. Now the first solution is on stack
&2 TS €2 P &L 2n+3.6 &€ 2 o level 1. Let's try our luck with it. Press ENTEF] to make a copy of it.
5 22n+3 6 e 2 g a2n+3 6 Enter n, 0, 6, 1, and press [sj=#] to create the sequencefor n=0 to

&2 o &2 o n=6. Let'suse MAP instead of DOSUBS to turn the expressions to

, o , , numbers. Enter the small program<< ® nNum >>, and then press [T
Store the resulting expression in DSERN. Again both expressions  The HP49G converts all expressions in the list to numbers. Recall
are negatives of each other, so we only need to solve one of them. EXTREMA and compare the two lists. The numbers we found are

(24 +72n+54)>p? - 48 T

Recall DSERP, enter X and pressHESME]- The HPASG returns: amost equal to the numbers in the list which was stored in EXTREMA .
) . , . o And they are indeed good approximations of the rea extrema. Press|-]
; ?32 N®+144 07 + 216 +108) p* - (640 +96) P o to see that the worst of our analytic approximations differs only about
‘e 24n° +576>n° +2160n* 6,0t 1 i .00091 from the rea extremum. Drop the differenceslist. Store the

ic €+4320>0° +4860>n° +2196 N +7299 < solution in APREXTR . We have found that the values of X for which
G p x[(128>n* + 728503 + 172812 +1728>n + 648)>p? - ~ ! SIN( X )

::: g ESlZmZ +1536m +1152) ) ;: —() goes through extrema can be very well approximated by:

|

|

+ G - -
_:_g g84>n" +576>n° +2160n" N +: g 4n° +576n° +2160x" 5, .
i€ [Sra3200m 14860 4219650 +7290 i ¢ [§+a320m7 + 486002+ 2106m+ 7200 T
i $+p q/(128>n" + 728>n° +1728n7 +1728>n+ 648)>p* - Ty . . , , .
i € . 4 € pxl(128x" +728>n° +1728n" +1728 0 +648)p*-
cé (512>n% + 15365 +1152) o, § T -
0 (24n° +72 0+ 54)>p° - 48 b X = e (512>ﬂ2 +1536n +1152)

(24>n2+72>n+54)>p2- 48
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where n = 0,12,%. Of course the negatives are also such values, i.e.:

%3201° +14407 +216>0+108)p° - (64+96)p 6
G .
¢ [®4n°+576n° +2160n" 5 .

¢ p* + -

¢ |6+4320n° + 48607 + 2196 + 7297 .

. P (128>n* +728n° +1728>" +1728xn+648) >p” - N

E (512>n +1536n+1152) -
(24>n2+72>n+54)>p2- 48

SIN(X)
X

since we examined only the part for X > 0 and we know that

SIN(X)
X

X® - X. Let'smaketheformulastoredin APREXTR alittle bit
nicer. Enter n3 0 and pressEEEMEIR. Drop the assumption from the

stack. Recall APREXTR and press| WF| to get it in the EQW. Select

the whole square root and press &I After some centuriesthe
HPA49G returns:

the function is symmetric under the coordinates change

: (16>n* +96>n° +216 7 + 2161+ 81)xp*
2+ 3)X%
+(32 X +96>n+72)>1o2 - 128

NSTRIE

Still in the EQW select the whole expression and press
thenEVAL]. Thiswill convert the expression to:

2+ (16" +96>n° +216xn" +216>n+81)»p*

N +3) xp x

o - (am+6)p +(32>n% + 960 +72)%p? - 128
3 (247 + 720 +54)p? - 48

Select the sub expression and press Es]NRE#) and then

(2x+3)xp 2

(4n+6)p
3

. Select the

square

E¥AL). The sub expression is converted to

whole sub expression under the root,

(16>n" +965n° + 216" +216n+81)>p* +(32>n* +96>n +72) p” - 128

and press again SEJAREE] andEVAL, toturnit to

((4><n2 +12°n +9)>p2 +16) >((4 N° +12 0 +9)>p2 - 8) . Now select
the first sub expression 4 >n” +12>n +9 and collect it the same way to
(2xn+3)°. Repeat the same for the second sub expression

47 +12>n+9. Select the whole denominator of the ratio,

(24>n* +72>n+54)>p” - 48, and collect it to

((4 '’ +12n + 9)>1o2 - 8) »6.. Collect now the sub expression

4% +12>n+9 of the denominator to (2>n+3). The expression in
the EQW must be now:

(2m+3)poe @2n+3)px((20+37 p°+16){(20+3)° 5’ - g)
3 ) (@n+3)"p- 8)6

Press EMTEF] to put the edited expression to the stack, and storeiit in
APREXTR . Now we are going to try to understand why the

. N+ 3
expression

X0 isagood approximation for big values of n, and
what it has to do with:
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(2m+3ppe @n+3Ipy((@n+3f p’+16){(2n+37p’- g
3 ] (@n+3)"p- 8)>6

Recal APREXTR and take it to the EQW. When we moveto big
values of n, then we have:

(2x+3)" > +16 » (2>n +3)° p?
and also:
(2x+3)" p?- 8 » (2:n+3)°p°

That means:

2n+3)p2 (2>n+3)><p>§/((2>n+3)2 >pz+16)>((2><n+3)2>1o2 - 8)
3 (@n+3)p*- 8)6

»

x =

(2n+3)p 2 (20 +3)py(2n+3) p* {2+ 3 p®
3 (2n+3)p?%

(2+3)p R (20 +3)p _ (2n+3)p
3 6 2

Our approximated formula is good enough to create very good
numeric results and to explain why bigger values of n resultin X -
+3

vaues for the extrema, which behave more and more like al
The HP49G was a great helper in our quest for an analytic

SIN(X)
X

numeric values of the extremanot only for big but for small values of
n with amaximum difference of lessthan 1IE - 3 from the real

values, and we can examine the behaviour of the extremafurther, and
we can create a user defined function or program that calculates the

approximation of the extrema of . Now we can calculate

extrema for any n instead of working interactively in the graphics
environment, and we can use this user defined function or program in
other programs. For those who still prefer the HP48: Do the same!
(Without support from Mathematica of course. He, he, you are going to
wait aloooooong time, if you ever going to reach the end.) The HP49G
is the flagship. It is sometimes a strange flagship with many quirks and
a peculiar idiosyncrasy, but it is the flagship. Compared to it the HP48
ismore sort of fisherman's boat. Period!

Before we go further, we repeat how to use the technique using the
picture below. We approximate the original function with a polynomial
of degree 3 at the point in the neighbourhood of which we have extrema
(blue curve, blue point). We used the parameter n to distinguish
between the different extrema. Then we differentiate that polynomial.
We get a quadratic polynomial (red curve) and we solve this instead of
the derivative of the original function. One of its solutions is a better
analytic approximation of the extrema (red point).

in
2

We continue with yet another demonstration of the superiority of this
machine compared to the fisherman's boats. First enter n and press
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to remove al assumptions about n. Press|i| to drop
'n' from the stack. We are going to use Newton's method to get
analytic closed approximations of the extrema fo the function

axX*+b%*+ X. | includein this marathon Aaron's excellent
posting about Newton's Method. | only replaced the text formulae and
the keys with graphics for better lookings. Here we go:

Aaron starts here

The first of teaching aids for Calculus with the HP-49G and the TI-89.
This topic will cover the Newton-Raphson recursive algorithm, commonly
known as Newton's Method. Given the fact that we already know how to
calculate derivatives and find the equations of tangent lines to curves at
a given point, we will move on. To set the stage for a problem, suppose a
used car

dealer offers to sell you a car for $18,000 or for payments of $375 per
month for five years. You would like to know what monthly interest rate
the dealer is, in effect, charging you. To find the answer, you have to
solve the equation (for our time here we will not discuss how we come up
with the equation. Accept it right now for no better reason than
authority):

48 xx {1+ x)” - (1+x)* +1=0

How would you approach solving it? (Note for a quadratic

ax®+bx+c , there is a well known formula to find the roots called

the quadratic equation, 3rd and 4th degree equations get much more
complicated and there are formulas to find the roots there, but if f(X) is
a polynomial of degree 5 or higher, there is no such formula to find exact
roots.) We could graph the function in our HP-49 or TI-89, set the
viewing rectangle to X ® {0,.012} , Y ® {- .05,.15} , and then use the
trace function to approximate the root between .007 and .008. Zooming
in repeatedly, we could find correct to nine decimal places that the root
is .007628603 . But this is tiresome, redundant, and takes a great

deal of time. We could use the Solve( ) command in our calculators to

find the approx solution as well. But how does the calculator find the root?
They use a variety of methods, but the most commonly used method is
Newton's Method. Now what is Newton's Method? Lets discuss it detail:

Suppose you have a curve that has a root R and suppose R is not known.
To find R, we take a known value close to R and call it X;. Then we locate

the Y -value on the curve so that we have a point (Xl,f(Xl)). Then calculate

the tangent line at that point and sketch it such that the tangent line crosses
the X axis. That root where the tangent line crossed we will call X,. Then

find the Y -value of X, and repeat the process. What you will find is in
effect X,, X;, etc will get closer and closer to your R root (there are

cases where this will fail, we will discuss these later). In fact, you only
need to find about Xy or X, to be correct to 6-8 decimal places! To find a

formula for X, in terms of X,, we use the fact that the slope of L is
f'9x10, so its equation is:

y - f(Xl) = f'(Xl)>(X- Xl); where f'(Xl) is the derivative of f(Xl).
Since the X-intercept of L is X,, we set Yy = 0 and obtain;

0- f(xl) - f'(Xl) ><(X2 B Xl)'

If f'(Xl) 10, we can solve this equation for X,:

If we keep repeating this process, we obtain a sequence of approximations
X1,X 5, X3,X 4, ¥4 In general, if the nth approximation is X,, and f'(Xn) 10,
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then the next approximation is given by:

If the numbers X become closer and closer to R as N becomes large,
then we say that the sequence converges to R and we write:

limx, =R
n® ¥

Although the sequence fo successive approximations converges to the
desired root for some functions, in other circumstances the sequence
may not converge. This is likely to be the case when f'(Xl) is close to 0.

It might even happen that an approximation falls outside the domain of f.
THEN NEWTONS METHOD FAILS AND A BETTER INITIAL APPROXIMATION
X1 SHOULD BE CHOSEN.

Now how would you use this with the HP-49 or the TI-89? Well, each
calculator goes about it differently but the idea is the same. Suppose we

want to find the root of X° +X +1=0. Let's make our first guess (X;)
be - 1. f'(X) =3xx%+1, so our equation would be:

(9 +(9+1

3 17 +1

(-1)-

Which yields -.75. Putting .75 in X, and re-evaluating gives us
-.686046511628. Put our answer now in for X, and evaluate again,

and we get -.682339582597. One more time yields
-.682327803947, and a last evaluation gives us
-.682327803828. (Note: Notice how on our 2nd and 3rd evaluations

.68 is repeated, and on our 3rd and 4th .6823 is repeated and on our
4th and 5th -.682327803 is repeated? Newton brought to light

something interesting when coming up with his recursive formula. For

each evaluation after X,, your accuracy will double. Notice we have two

decimal places of accuracy by our 3rd evaluation, 4 by our fourth, and 9 by
our fifth. Newton's Method is a GREAT way to get accurate in a hurry.
Chances are by our 6th evaluation, we would be accurate to 18 decimal
places!)

Now those of you with the HP-49, you can program it so each time you hit
enter, your answer will be displayed. To program the algorithm, do the
following (assuming you are in RPN mode): Place your first equation (f(X))
on the stack. Press ﬂ then @l Now put the derivative of your first
equation (f'(X)) on the stack. Press E then @l Press your first

initial guess on the stack (in our previous example, it would be - 1), press
then . Now for the program. Key in the following, then press

enter to place it on the stack:

<< XY Z 7/ - ®NUM { X } PURGE X STO X >>

Now that it is on the stack, press ELPHA| twice, type NEWT, the FT0).
If you press the F"El button you will notice your variables X, Y, Z, and
NEWT above their respective soft keys. Now every time your press
, you will get a numerical value closer and closer to your root. On
the TI-89, the idea is the same. * then E This brings you to
the Y = screen. Type your first equation in yl, and your second equation
in y2. Then press the home button. For your program here, press your

first initial guess (ours was - 1) the press m , press El then
. Here you assigned a value to X, Then in this sequence, press the

Press

following:

X - YLI(X) 7/ Y2(X) STO® X ENTER

Each time you press m you will get closer and closer to the root you
are seeking.

Volume 2, 4-11



Basic Calculus with the HP49G - Volume 2 - Part 4

| know this was a lengthy post, so your comments are appreciated. Any
questions, feel free to email me, or respond to the post. Thanks!

-Aaron

Aaron ends here

Comments? What comments? There can be no other comments but a
big fat "Thank you" for such an excellent posting. | wish there would
be more postings like this, which not only illustrate so nicely the
usage of our tools, but which at the same time also show that there are
no "dark sides’, "light sides" and other sides whatsoever. Hopefully
we will be able to converge at the end, and leave the stupid prejudice-
patterns behind us.

The above posting of Aaron describes a method for finding analytic
approximations of extrema of functions when the HP49G can't find
the roots of the first derivative of some function analytically. We use
again one example to demonstrate the method. We try to find the
extremaof thefunction SIN3 XX) + e * from 0 to +¥ . Thisfunction
consists of two parts, one of which isan exponential. The exponential
part rapidly approaches 0 when X approaches +¥ . So we expect that
the function is essentially equal to SIN3 *X) for big values of X .

np _p

The extrema of this function are — += . Thiswill be our "guess"

value for finding the extrema using Newton's method. We will use
this method to find analytic approximations of the extrema of
SIN3 %K) +e *. That means that we will use the method for finding
the roots of the first derivative of the function. Enter SIN3 *X) +e ™,
then enter X, and press[d]to get thefirst derivative,
3xCOS(3xX)+e X x 1. Thiswill be the function for which we want
to find the roots. The roots of this function are the extrema of the
original function. Store the function in FTEST . Recall FTEST,
enter X, and preslel to get the derivative of the derivative,

3% (3xSIN3 *X))+e ™ * 1x 1. Storeit in FTEST¢. Now we take

a closer look to Newton's method again. As Aaron said, if we start at
some "guess’ value X, for the root, the first approximation that this
method gives us, is:

fx,)
' (%o)

The second approximation is:

Xy =X -

in formulafor the second approximation, we get:

f(xo)g
i) - F(x,)o
B OO

Let's try first to find out how good the first approximation is. Enter
F(X), recall FTEST, and press[=]. Now you have

F(X) = 3>COS(3xX)+e ™ x 1 on stack level 1. Press'EF] to make
the user defined function F. Now enter F&X), recall FTESTZ, press
[=] and thenPEF| to make the user defined function F¢. Enter:
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F(X)

Fdx)

APPREX(X) = X -

and press P'EF| to make the user defined function APPREX which
returns the approximations of roots using Newton's method. Now,

n
enter our "guess' for the extrema, Tm +% . Press EXgdais]=r

X
3><COS€§ ae"p +PO L T
&3 6@

np
3

ml‘c

6 92p

Press ['WF] to get the expression in the EQW for alittle bit editing.

Select the sub expression:
3% ZBP L Po
e 3 621

inthe COS function and expand it to get:

(2xn+1)>p
—

Now select the sub expression

and press {31

0xCOgnp)- 1>SINNp)

_np.p
3% %>S|N3°3>§“5'—’p+p°°9+e 3 6% 1% 1

The sub expression is converted to:

Since SINn>p) =0 for integer n, the whole sub expression
0xCOgn>p)- 1>SINN>p) isequal to 0. While the whole sub

expression is selected, press [T] to replace the whole sub expression
with 0. Now select the sub expression:

8551’10 Po
e 3 62’

3x

in the SIN function, expand it, select the sub expression

SnE20+ Y po
e 2 4]

and press and then[SEZFEEE. The sub expression is converted
to COSn>p) . PressENTER] to put the edited expression on the stack,
which now should be:

1

30+ x1

|2

2P
3 6

- (3x3>Ccos(n»p)) +

+

n>p
3+ 1

oo

1% 1

“lg
@I'O

e

The expression COS[n>p) iseither 1 or - 1 for integer n. Press
EFITER] to make a.copy of the expression, enter {COSn>p) -1, and

1
3:0+—5 5 * 1
nP,B, esf
30 @exYrggx1x
e3 6
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Press[ W], select the sub expression:

30+—7m5*1
eS 6
1
-(38x Pt—mx1x1
e3 6

and expand to convert it to:

1

(2n+1)p
9 ¢ +1

Press ENTER). The expression is now:

np p 1
?"'E*‘ @n+Ipp
9 ° +1

Store it in EXNEG . Enter {COSn>p) 1} and press filZEISE
again. Now you get:

1
30+ g *1
np.e, 8316
30 @) x1x1
e3 6

on stack level 2, and a 1 on stack level 1. Drop the 1. Press[ ¥,
select the sub expression:

1
30+ —5*1
e3 6
1
-(38X) + 5 < ¢ 1
i

and expand to convert it to:

-1
(2n+1)p

9 ¢ -1

Press ENTER]. The expression is now:

np p -1
3 +E+ @n+lpp
9 ° -1

Storeitin EXPOS.

Let's test how good the extrema are represented by EXPOS or
EXNEG . Recall EXNEG, enter n, 0, 5, 1, and press|E=e}] to make
a sequence of the approximated extremafor n=0,12,3,4,5. When the
HP49G is ready, enter the program << ® nNuM >>, and then press
[F:). to convert al expressionsin the list to numbers. The list contains
now numbers that are very close to the actual extrema of the original
function. The expression:

np p 1
+E @n+lp
9 ° +1

is aready a very good anaytic approximation of the extrema of
SIN3 »*X)+e " You can check this by finding the extrema

interactively in the plotting environment, as shown on page 1-2 of this
marathon. And it is not only that it gives good numerical results. It also
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alows usto understand how the extrema behave. In the formula: the derivative of this function, 3xCOS(3%X)- e *, whose graph we
see below. The roots of thefirst derivative are the extrema of the original

9 & +1

theterm:

1 i1t
—
9 6 +1
rapidly approaches O as n gets greater. This meansthat the extrema -1}
are represented better and better by ;10 % for big valuesonn.
Let's consider the method by means of a picture. First of all we have

the function SIN3 XX) + e *, whose graph we see below. We find

function. Using Newton's method, we find the tangent at our "guess'
values for the roots, and then find where the tangent cuts the x-axis.
This point is the (first) analytic approximation of one of the roots of

1f 3xCOS(3xX)- e %, i.e the (first) analytic approximation of one of the
extrema of Sl l\(3 >¢() + e *. The picture on the next pageillustrates
this. Of course we can proceed and use the first analytic approximation
to find out asecond (better) analytic approximation. But inthiscaseitis
.I[ enough to have thefirst one, since the second doesn't bring much better
T 21,

numeric values and it makes understanding harder, because it is much
more complicated.
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The question theremainsis: what if the first and the second derivative of
the function are both 0 at the x = x (extremum)? How can we find out
the extremum then? In this case we use higher derivatives. If afunction
f(x) isdifferentiable at least n-times (n 3 2), then if the function has an
extremum if n iseven, and:

2 n-1
o T, T
-1t ﬂX X=X TIX X=X ﬂX X =X
and:
'ﬂ”f(i() -
ﬂX X=X
In case %(,:() > 0 we have aminimum. In case %}8() <0 we

have a maximum.

Consider for example the function X*. Thefirst derivativeis 4 *X°. It
has a root at X =0, so we assume a possi ble extremum there. The
second derivativeis 12 XX?, and itisaso equal to 0 at X = 0. Sowe
must use higher derivatives. The third and the fourth derivatives are
24 XX and 24 respectively. The function is differentiable four times. So
we have n = 4. For the derivatives we have:

P e e E LT

ﬂx 4 _ ﬂZ X4 B 1'[3)(4 0
ﬂx x=0 ﬂx ’ X=0 ﬂx3 x=0
and:
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which means that the function X* hasaminimumat X = 0.

On the HP49G we don't have to follow the above cumbersome
procedure for monovariate functions. The command TABVAR is
what we need. It takes a monovariate function and returns the function
itself at stack level 3, a list representing the variation table of the
function on stack level 2, and a graphics object on stack level 1,
which contains the same information like the list on stack level 2, but
in graphics format. The variable of the function must be your current
VX. Letshave one example. Ifyour current VX isnot X, then enter

. Enter X* - X and press (i Raa.
HP49G returns the function itself, X® - X, on stack level 3, the list:

2xf3 —

on stack level 2, and a graphics object on stack level 1, which looks

1 J3 B G 1
H-¥ + "3 T 3 + +¥% %-¥ -
like:

F=(x®- x)

F'=(3%*- 1

| (3% +J3){3xx- V3)

Variation table:

?—¥ + -E - E + +¥ X
é 3

&y . 2x/3 -  2x/3 x pU
é 3 3

The results mean:

The function was X° - X and itsfirst derivative was 3xX* - 1. The
HP49G found the roots of thefirst derivative. In order to do so it had to
factor thefirst derivative. It found:

(3¢ +v3)o3%- V3)

The roots of this expression were:

BB
3 3

These are the values of X for which the function X® - X goes through

extrema. The matrix on the graphics object and the list on stack level 2

say more about these extremal values. Let's take alook at the matrix:

°y + 3 B XU
é 3 3 a
6y . 28 - 293 o
e 3 3 ua

We see that when X comes from - # , the function increases from - ¥

until X hasthevalue - ? . The function at this point has alocal

maximum, which isF(X) :ﬁ . Then, after X = - /3 , the function
3

decreases until X = ‘/; where the function has alocal minimum,

whichisF(X) = - T&/_ er X —g the function increases again to

+¥ . The same information asin the matrix is contained in thelist on
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stack level 2. The results of the command TABVAR depend on the
capability of the HP49G to solve F'(X) = 0. If you for example enter

SIN(X)

and pressiEaRES, the HP49G will complain

Not reducible to a rational expression becausein can't
solve:
SINX
I X
=0
X

In such cases we must try other methods, like those described in the
previous pages. If we are interested for a specific interval of X
values, then we can try to make a series expansion around the centre
of the interval and work with the expansion instead of the function
itself. The results will of course be only an approximation. Suppose

SIN(X)
X

- 2> to 2>p . We can use the series expansion of the function at

X = 0. Of course the question is what order should we choose for an
adequate representation of the function by the series. Plotting the
function and the series together can help to answer this question.

SIN(X)

for example that we want the extrema of in theinterval from

Enter and pressEMTEF] to make a copy of the function. Enter

X =0 (the point at which we make the series expansion), and then
12 (the order). Press . The HP49G returns alist on stack
level 2 and the equation h= X on stack level 1. PressEEEE]] to
substitute h = X in al expressions contained in the list. The seriesis
the third element of the list, so enter 3 and press[fe]a to extract it
from the list. Press|ajfef to get rid of the label. Now you have the
polynomial

SERIES

1
6227020800

-1
39916800

1 8 -1 6 1 4 -1
XX +5040xx +— XX+ =

12 10 2
X X+ 352880 120 5 X *1

on stack level 1. Enter 2 and press to make alist that contains
the original function and the series. Press to storethelistin EQ.
If you now plot the two functions from - 2>p to 23 you see that the

series represents the function quite well, especialy at the extremawhich
are of interest for us. Recall EQ, enter 2 and press[e]a to extract the

Reries

/

series from the list. Before you do anything else set flag -109 to allow
numerical factorisation. Thisis important because the polynomial can't
be factored symbolically and so numerical methods must be involved in
order to find its roots and extrema. When thisflag is set the HP49G will
automatically use numerical methods for factorisation, if symbolical
methods fail. Now press QERESE- The HPA9G needs a couple of
seconds to answer, so be patient. When it finishes a big graphics object
is on stack level 1. Press ['W]toview it. The graphics object is
displayed centred on the screen, so you must move around to see the

information you want. Press L™ and then[ ] to activate scroll mode.

Now press [ and thenEl to go to the left of the graphics object.
Press [T and then['WF] to go to the bottom. At the bottom of the screen
you see the left part of the variation table. It says that when X goesto

0.2}
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- ¥ the polynomia goesto 1.6059%4E490 . This number should

have been exactly * , but the HP49G returns this number because of

the numerical methods that have been used. This part of the variation
table doesn't apply to the function itself, since the polynomial
represents the function well only in the interval from - 2>p to 2>p .

Press |E| and hold it pressed to scroll to the right. Y ou see that the
polynomial has a minimum a X =-4.48015167546. The
polynomia has the the value - .216280730319. Thisisin very
good agreement with the results that we have obtained previously for

SIN(X)
X

will see that the HP49G found that the polynomial (and so also the
function) has a maximum at X = 0. Another minimum occurs at

X =4.48015167546. We see that an adequate series expansion can
help us examine the behaviour of a function in some interval. The

results of TABVAR have to be examined thoroughly though. There
might be points where the series behaves very differently.

the function . If you move alittle bit more to the right you

Notice a'so what TABVAR has done apart from returning the results.
It has switched to approximate mode because it used numerical
factorisation. Press [T JfEMTEF] to return to exact mode. Also, it has
put the series expansion in EQ overwriting its old contents. If you
have some other expressions in EQ that you want to keep. then you
should store them in some other variable before using TABVAR . The
command changes the contents of PPAR too. It alters the viewing
range parameters so that the examined function can be plotted
including the extremathat TABVAR has found. Again, if you would
like to keep your own plot settings, you should save the contents of
PPAR in some other variable before using TABVAR .

Another problem that TABVAR hasisthat it can't handle functions
that contain other additional parameters except the variable VX . If you
enter a® xX* and press [f:Riaa], then the HP48G will complain
Parameters not allowed. (Inthiscase TABVAR fortunately

doesn't change EQ and PPAR .) In the case of a® xX* it should have
been easy for TABVAR to return the minimum that the function has at
X = 0. And there are yet additional problems, even for monovariate

functions without any parameters. Enter COSI—(X2 - 1) and press

. After some seconds the HP49G complains:
rational expression. Yes, my machine,

TABYAR
Not reducible to a
but you are able to convert hyperbolics to exponentials. If | press

AN to convert to exponentia's, you answer correctly:

now still resultsin
rational expression. If | press[=ZiZE

TABYAR
Not reducible to a
you answer:

Pressing

TABYAR

now still makes you complain

Not reducible to a rational expression. Butyou areableto
find the extrema of the function, my machine! If | differentiate the
expression

X2-1 2
!e ) +1

2% "1

for X and then expand it, you answer:
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No solutions of ¥ =0
were found"
1 DISP 1200 .08 BEEP
3 FREEZE @Mimic system errors
ELSE @else (solutions weren*t {})

If | solvethisfor X then you say:

{X:-l X=1 X=-[iN(e') |JLNe') x:o}

which shows that you should find the extrema of the function at
X=-1, X=0,and X =1 when | pressed |F=kElS

. Since

TABVAR seemsto be unwilling to do what you can do, my

machine, | will program you. Let's see if we can produce
supplementary code that we can use when TABVAR doesn't want to

tell usthe truth. Consider the program:

<<
O 4
® fv f sols
<<
f - fv | sTO+
HEAD v
IFERR
SOLVE
THEN
DROP2 f v

"FINDEX Error:

Can"t solve ¥ =0
Reason:

ERRM + 1 DISP
1200 .08 BEEP
3 FREEZE
ELSE
IF
DUP {} SAME
THEN
DROP f v

@Find 1st. der., add to f~
@Prepare for SOLVE
@1f SOLVE errors out

@then clean up and return
@user input
@and mimic system errors

@else (SOLVE worked)
@1F solution was empty list

@then clean up and return
@user input

1F @1Ff solutions weren"t a list
DUP TYPE 5 1

THEN @then convert them to a list
1 ® LIST

END

"sols" STO

f v @find 2nd derivative

DUP "f~ " SWAP STO+
HEAD sols SUBST
sols 2

<<

CASE
OVER 0 == @in case 2nd. der equals 0
THEN
"HIGHER" @return "HIGHER"™
END
OVER 0 3 NOT @in case 2nd. der. < 0O
THEN
"MAX* @return "MAX"
END
OVER 0 £ NOT @in case 2nd. der > 0
THEN
"MIN" @return "MIN"
END
END
® TAG @Label solution
2 ® LIST @Wrap function value and sol.
>> @in a list
DOLIST
1 @Do for all sub lists
<<
0BJ® DROP @Explode
2 7 2 GET

® derV sol n derF

<<

@add to list f~
@subst. solut. in 1st. der.
@Do for all solutions

IF @1f solution is labeled
sol 0BJ® NIP @with "HIGHER"
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"HIGHER"
THEN
WHILE
derV 0 ==
REPEAT
derF v
*derF* STO
*n" 1 STO+
derF sol
SUBST
“derv*®
END
IF
n 2 MOD NOT
THEN
CASE
derV 0O
3 NOT
THEN
“MAX'
END
derV 0O
£ NOT
THEN
“MIN'
END
END
sol DTAG
SWAP ® TAG
END
ELSE
sol
END
>>
>>
DOSUBS
1
<<
f OVER SUBST
EXPAND "F(X)"
® TAG 2 ® LIST
>>

SAME

STO
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@then keep on finding
@higher derivatives

@keep track of deriv. order

@Substitute solutions in

@higher derivative

@1f der. order is even

@in case higher der. < 0

@return ""MAX"

@in case higher der. > 0

@return "MIN"

@remove label "HIGHER"
@add label "MAX"™ or "MIN"

@else (2nd. der. wasn®t 0)
@simply return solution

@Do for all sub lists

@find f(x) at extremum
@Label and wrap in list

DOSUBS
END
END
>>
>>

This is the (preliminary) code of FINDEX, a program for finding
extrema of monovariate functions. (The program FINDEX that comes
with this document has additional code, but we will examine the final
version later.) The program takes the function from stack level 2 and its
variable from stack level 1, and returns a list of extrema (if possible).

Let's try it (as aways). Enter COSI—(X2 - 1),then X, and press
. The HP49G works for some seconds and then it returns the

FINDEX

list:
{MIN:(x =- ) F(X) =3 {MIN:(x=1) F(x)=3 {MAX:(x=0) F(X)=COSHu}}

If you plot the
function

COSHX*- 1)

then you get
something like
the picture to
the right an so
you can see
that the results
are OK. The
program can
aso handle
monovariate
functions that
contain parameters if you make assumptions for these parameters
before you run it. Let's try such a case. Enter the function

X3 +2xaxX?- a’xX - 2xa®, and then enter the variable X . Before

you run the program enter a 3 0, and press to specify that the
parameter a isnon negative. Drop the inequality from the stack, and
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=Y. The HP49G takes the assumption for a into
consideration and returns:

i & (2+J7)><a<‘_j (-20+14x/7)a° U0

i MAX: ¢X = + F(X): yi
[ e 3 [} 27 p‘l‘
i J
il @ (2+7)ad (20+14x/7) G,
N MAX: X = —a ( > 2
i1 e o bb

TABVAR would error out with this function, saying

Parameters not allowed. The program FINDEX will also
handle functions whose first and second derivatives are equal to O,
and which have some higher derivative of even order that is not equal
to 0. Enter a*X*, then X, and then press [§N=4. The HP49G
needs some seconds to return {{MIN: (X=0) F(X): O}} .The
program (in this preliminary version) will not handle functions whose
first and second derivatives are equal to 0, and which have some
higher derivative of odd order that isnot equal to 0. But we add code

for this purpose later on. Enter a now, and press@ to

remove assumptions about variable a, and drop variable a from the
stack.

If you are interested for a
particular extremum rather £
than the global behaviour of

the function, then you can use 3
some of the built-in numeric

solvers. For  example, _Z 1 o
consider the function: -

eSIN(SX»()

X

Its plot shows that it has a maximum somewhere around X =1.5. let's
use the numeric function solver to find the maximum. Enter:

esnx:(sx»()

X

We must find aroot of the first derivative somewhere around X =1.5,
So we must find the first derivative first. Enter X and press[d] and

(52 >COS(5 ) - 1) %>
X2

Press [AFFS] to get the pop up menu of built-in applications. Select

4. Numeric solverY. and pressEMTEF] to get anew pop up menu
with al built-in  numeric solvers. The first menu item,
1. Solve equations isalready selected, so pressEMTEF] againto
gotothe SOLVE EQUATION screen. Theinput field EQ: isalready
selected and we must input there the first derivative of our function,
which we left on the stack. Press[HIST] to go to the interactive stack,
and then press [Iegle). PressfZANCEL] to return to the

SOLVE EQUATION screen. The derivative was put in the command
line of the screen when you pressed |[S#5l#]. Press EFTEF] to put it in
the input field Eq:. The HP49G sdlects automatically the next input
field, which is X:. Enter the guessvalue 1.5 here, since the plot has
shown us that the maximum occurs somewhere around X =1.5. The
HP49G selects automatically the next input field, which is again Eq:.
Press [WF] to move the selection to theinput field X:. Now press

=]l to solve (numerically) for X . After some seconds the HP49G
returns 1.54483063848 intheinput field X:.
This is a root of the first derivative and an |#*:

extremum (maximum) of the function. If you|q 54483053848
press the HP49G displays amessagebox | _
with information about the solution. As you can | = 19N Reversal
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see, the HP49G didn't find a value for X for which the first

derivativeis 0., but it found avalue which makes the first derivative
almost equal to 0.. That means that it found two subsequent values
for X, which differ IE - 12 from each other and for which the value

of the first derivative changes its sign. Press to let the message
box go away and return to the solver. Press to go to the input
field EqQ: and press |248ssl. The HP49G returns the value of the
expression for the current value of X . Press[ZANCEL] to return to the
stack. Stack level 1 contains now Expr:(- 2.59779932048E - 11,
which shows that we (presumably) have to do with root of the first
derivative, i.e. with an extremum of the original function. On stack

level 2 we have the solution labeled with X . Thiswas returned to the
stack when you pressed Ej& :

In the above example we
worked with the first
derivative of the function. &
When we have a positive 3
minimum or a negative

maximum we can work with
the function itsdf in the —2 1 Z
numeric solver. For example,

SING X ) -

the function hasa

positive minimum somewhere around X =1, as the plot shows. Go to
the SOLVE EQUATION screen again. Theinput field EQ: is
selected and it contains the first derivative of our previous example.

Press E=MH] and type:
eS|N(5xx)

X

Press EMTEF] to put the function in the input field Eq: . The HP49G
moves the selection to X:. Enter 1. Press[W] and thenEE

some seconds the HP49G returns v
.983437204036 intheinput field X:, and '
883437204036

X:.983437204036 to the stack. Press[[fza).
The HP49G displays a message box again, which [Exfremum
shows that an extremum was found. If you press
[ 4] to gototheinput field Eq: and press[Zizanl the HP49G returns
the value of the expression for the current value of X . PressEAHTEL] to
return to the stack. Stack level 1 contains now Expr:.381974744011,
which shows that we have to do with a positive minimum of the
function. Don't forget that you can find roots and extremain the plotting
environment too, as shown on page 1-2 of this marathon. Y ou can aso
use the command ROOT to find extrema programmatically. Let's have
an example. Press [Z8] to recall the current equation. Enter 'X', the
variable to solve for, in single quotes. We use quotes because when we
solved for X inthe previous examples, the solution was stored in
variable X . Thisisthe behaviour of the numeric function solver, it
always stores the found solution in the variable that we solved for. Enter

1, our guess value. Press |gie

(I ond wait until the HP49G returns

.983437204036. The command ROOT doesn't return any
information about the solution. But of course we can substitute the
solution in the function and see if it is 0. or amost 0., positive or

negative. Purge variable X now so that it doesn't interfere with our
work later on.

L et's continue now to another characteristic point of afunction, the point
of inflection. Using the HP49G we can find (one way or another) if
some given function has an inflection point, and also where this point is.

A function f(x) hasan inflection point at x = x when:
Al
X’

1t

n

=0 and

X=X

1 0andn>2 and n isodd.

X=X

Let's see how what we can do to find inflection points. First of all, we
can find the second derivative, then find its roots (if possible), and then
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examine if there is some higher derivative of odd order whichisnot  SINn1xp)
equal to 0 at the roots of the second derivative. For example consider =550 Ship)

the function TAN(X) >e 2™ . Enter TAN(X) >e **, then X, and then SIN

. o _ hlxp)
press [3] to get the first derivative. Enter X and press[d] againtoget  1- COS(nDo]
the second derivative. Expand it to get: (n1xp)

2><TAN(X)3 i 4><TAN(X)2 +6 XTAN(X)- 4 The same old story again, we don't have INTEGERASSUME and so
2% we must enter {SINNLp) 0} and press (XIS , to convert all
SINh1>p) to O (since nl isinteger). Drop the 1. from the stack and

Press EMNTEF] to make a copy of the expression on stack level 2. Now
enter X and press '

EIRIS to find the roots of the second derivative.

The HP49G returns: 8
(An1+1pp 22
X = M éaé 2 9
4 e 7}

Now we will check to seeif the third derivative is not equal to O at the

= whichisnot equal to O for any integer value of nl. That meansthat the
above roots. Swap stack levels 1 and 2, enter X and press|[3] again,

+
to get the third derivative. Expand it to get: solutions X = 4pnl+p are indeed points of inflection of the function
-2%
6XTAN(X)" - 12 XTAN(X)* + 20 xTAN(X)” - 20 xTAN(X) + 14 TAN(X) e,
2%
€ The above example was relatively easy, since the HP49G could solve
the equation:

Press[ 4] onceto go to the interactive stack, and another time to go to
stack level 2. Press [Ssigis} to copy the solution to the commandline, 5 . AN(X)? - 4 xTAN(X)? +6 XTAN(X) - 4
[FANCET] to leave the interactive stack, and EFMTER] to put the solution ) 2& ) (X) =0

. Axpal+ : €
SEEE]) to substitute % for X inthe
2
third derivative. Press|ISE{ZEIN to convert all occurrences of: i.e. 'n_f2 = 0 without help. But there will be more than enough cases
X

on stack level 1. Press

where thisisn't possible. In these cases we can again try many different

SIN(X)
X

pages. If you differentiate it twice for X and expand, then you get:
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(X - 2)xSINX) +2xX xCOS(X)
X3

The HP49G can't find the roots of this function analyticaly, so we
can't find the points of inflection analytically. But if you plot it you
can find out with the help of the root finder in the plotting
environment that it has roots at approximately n>p,where
n=12,3,% . The smaller roots have the greatest deviation from n>p,
but as they go greater and greater they agree better and better with
n>p . Here are thefirst four positive roots for a demonstration of this
fact.

Root n>p

2,08157587782 3.14Y, (n=1)
5.94036999057 6.28Y4 (n=2)
9.20584014294 9.42477796077 (n=3)
12.4044450219 12.5663706144 (n=4)

We already see that if we find some analytic approximation r(n) of

this behaviour, it has to approach n>p for greater valuesof n. Let's
try to expand the second derivative

(X? - 2)xSINX) +2xX xCOS(X)
X3

to a series at n>p. If you use SERIES to expand the second
derivative to a series, then it will presumably take a very long time,
until the HP49G comes up with an answer. | tried to do that and had
to interrupt the calculation after about half an hour (!). So we have to
proceed differently. We can expand the function itself to a series of
4th order around n>p, and differentiate the seriestwiceto get a
polynomial of second order. We want a series of second order
because we know that the HP49G can solve analytically a polynomial
of second order. (And aso because we hope that it will be an adequate
description of the second derivative in the neighbourhood of n>p -

any science based on mathematicsis a science based on hope. ;-)) Enter
IN(X
ST() , then X = n>p, and then 4 (the order), and press ge1=gil==].
After 2.7 minutes (1) the HP49G returns a list in stack level 2 and the
equation h= X- n>p on stack level 1. PressElJEE]] to substitute
X - n>p for hinall expressions contained in the list. We need only the
series expansion, which is the third element in the list, so enter 3 and
press [eg] to extract it from the list. Press[Ejfel to get rid of the label.
Now you have:

] (n4><p4— 12>nz><pz+24)>6||\(n >p)+(4>n3>1o3- 24x1>p)><COS(n>p)

5
24n°xp° AX-nop)
2 2 3 3
+(n“><p“- 12n° +24)>6|N(n >1o)+(4>n p° - 24>n>p)><COS(n><p))(X_ iy
24n°°
3317 p° - 6)xSINN ) - (n° »p° - 6>x015p)>COS(n
L (309’ 6) l\(mg S P p) (m)x(x_n)p)s
X P
(n2>132 - 2)>6|N(n>p)+2m><p>cos(n ) )
- X - np)
2)n3 )pS
SINN >) - n »p xCOS(n
} NN >p) nzzz ( m)><(x-n>p)
+Sll\(n>p)

n>p

The series is of 5th order, so press [¥F] to get the expression in the

EQW, press [ W] again to select thefirst term, and then pressPEL] to
delete the 5th order term. (The 4th order term will be automatically
selected after deletion of the 5th order term.) Press [EMTER] to put the

series back to the stack. For n=1,2,3% the expression SINn>p) is
equal to 0. Enter thelist {SINn>p) 0} and press (lZEA%EI. Drop

thel. and expand. Enter X and press[g]=sejzdJSg] to sort for powers of
X . Now stack level 1 contains:
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gcognp)p’n’ - 6>COSH p)) =X’ 6
g- (5xcognp)p*n° - 30xCOSH ) xp 0)xX> -
G+9COgnp)p ' - 60>COSH ) p? 1 ) XK+
¥ (7xcognop)p® n’ - 60>COgnp)p®n’) 2 ©
&+2>COS(n>p)p° N’ - 24xCOgn>p)p *xn’ é
6>p* n*

Now we will find the second derivative of this expression. Enter X,
press[d], enter X, and press[d] . Now expand, enter X and press
RECRDER ReJecw

&2-COS(n>p)p?n’ - 12>COSHp)) x> 6

g- (5xcos(n )p°n’- 30xCOSh>p) N)XX:

&+3>COS(n>p)xp* n* - 20xCOFn ) p? 37

p4 )ﬂ4

This is a polynomia of degree 2, for which the HP49G can find
analytical solutions. Before we find the solutions, we ssimplify it a bit

more. All terms have a common factor of COS[n>p) . The expression
COSn>p) canbel or - 1. No matter which of both we choose, the
above polynomial will have the same roots, because we just multiply
it with 1 or - 1. Aslong aswe are only interested for the roots, it
doesn't matter if we replace COS[n>p) with 1, or with - 1. So we

choose to replace COS[n>p) with 1. Enter thelist {COSn>p) 1}

. Drop the 1. from the stack, expand and reorder
for X . Now the polynomidl is:

(2>p2>nz- 12)><X2- (5>p3>n3- 30 xp >n)><X+3 ot - 20p% n?
p4>ﬂ4

The HP49G can find the roots of this polynomial for X . Enter X and
press ESIRSE. After some seconds you get the list:

T _5mp®- 300 - nxpx/n®>p* +4n°»p?- 60U
4n%p? - 24 |

y
iy = 5N p°- 30np +nxp x/nxp*+4n"p? - 605
T 4n?xp? - 24 b

Of these two roots it is the first that we need. The other one is the
second root of the quadratic polynomial, asthe picture below illustrates.

Actually the polynomial whichwe obtained replacing COS[n xp) with 1

is exactly the negative of the parabola shown in the picture below. But it
still has the same roots, which is the only thing that we want in this
example. Take alook at the picture on the next page to understand better

how the plots of the polynomials with COS[h>p) = 1 and with
COSn>p) = -1 relate to each other. Let's see how well the found

solution represent the roots of the second derivative of %(X) , l.e

Becond derivative of BINWE

mm other oot
4 \é\za
\ Foot near the moot

Polynomial of the second derisatdve

Volume 2, 4-26



Basic Calculus with the HP49G - Volume 2 - Part 4

o Root Approximated root
Polynomisl with COEn*m=1 2,08157587782 2.14727275738
1 5.94036999057 5.9443688354
9.20584014294 9.20724109123
12.4044450219 12.4050705181
e Drop the list from the stack and let's look again at the analytic
- &oig approximation of the roots of the second derivative, i.e. the analytic
approximation of the inflection points of the function %(X) . When
-1 N goes to greater values, the expression:

The same polvnormial with COEn*m=-1

5312 2 - 30Xp - nxp x/n* p* + 4% 2 - 60

SIN(X) 4xn*xp?- 24
how well they represent the inflection points of . Press goesto:
to extract the first element of thelist, press to separate '

the right form the left hand side of the equation, preslel toswap 5xn°p3- nxpx/np*
stack levels 1 and 2, and then pr%@ to drop the X from the 4% xp? B
stack. Press EMTEF] to make a copy of the expression. Let's make a

sequence of the expressionfor n=1ton=4.Enter n, 1, 4, 1,and Our analytic approximation does indeed a good job.
press [E=e). After some seconds the HP49G returns alist that
contains the results of the expression:

n>p

Let's do another example that the HP49G can't solve out of the box, but
which shows how important it can be, to "smell" mathematics. We want

5312 3 - 30X1p - nxp %/n* p* + 4% 2 - 60 to find an analytic approximation of the inflection points of SIN(XZ) :
4x°p® - 24 enter SIN(XZ) , and differentiate twice for X . Expand to get
for n=12,3,4. Now we will convert all expressionsin thelist to - (4 »° ’5”\'()(2) - 2XCOS(X2))- Store that in some variable as we are

numbers. Enter the program << ® num >> and press[EIg]. The  going to use it again later. The HP49G can't find the roots of this
HP49G returns a list that contains 4 numbers, which are very good expression analytically. (Again, who can?) If you plot this with

N _— SIN(X) horizontal view range from 0. to 6.28 and vertical view range from
approximations of the roots of the second derivative of X - 150. to 150. , then you get a plot that looks like the picture on the next
page. As you can see the roots are aways denser as X grows. Whilein
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the plotting environment, press [gagll, move the graphics cursor near
the location indicated
by the first arrow from

the left, and press P
sy After some

seconds the HP49G ﬂ ﬂ
displays the root and

puts a copy of it on Yy v ﬂ'
stack level 1. Move
the cursor to the
second arrow, press
some menu key to

display the menu ‘[
again, and press
gIaE a0ain. Repeat
this for the remaining three roots. Press[ZAHCEL] twice to return to the
stack. Now you have the five roots on the stack. Press[ 4] to go to
the interactive stack, then press[ 4] four timesto go to stack level 5,
press [T%T] to get the second row of the menu of the interactive stack,
and then press to put al rootsin one list. PressEARHCEL] to
return to the stack. We will use Newton' method for finding analytic
approximations of the roots, so we need good "guess" values for the

method. How do they relate to p , these roots? Press to make
a copy of the list and let's "smell" mathematics. Press [« | to get the
squares of all numbersin thelist. Press[r] and then to get the

numeric approximation of p . Press[*] to divide all number in the list

by the numeric approximation of p . If you now press[ W] to view
thelist, you will see that al numbers except the first are approximately
integers. Which means that the squares of the roots are (almost)
divisbleby p . If we denote some root with r, then we have:

P =np b r=+/nyp

Can you imagine how this could be "smelled"? Anyway, for us this
means that we can use vnp as aguess value for getting an analytic

approximation of the roots of - (4 XX >SIN(X2)- 2><COS(X2)), ie.
the inflection points of SIN(XZ) . Drop the list form stack level 1. We

are going to construct X, =X, - F(X) with

F (o)
F(X) =- (4X*>SINX?) - 2>COS(X?)). Enter Jn>p . Then recall the
expression - (4 >SIN(X’ ) - 2>COS(X’)), enter X =/n>p and

press EI[EA]. Expand the result. Enter {SINn>p) 0} and press

. Drop the 1. from the stack and expand. Stack level 1 now
contains 2><COS(n>p) whichis F(X, ). Recall the expression
- (4><X >SIN( ) 2><COS( )) and take its derivative for X . Enter

X =+/n>p and pressEIER and expand. Enter again {SINn>p) 0}

press (HEENL®SI, and drop the 1. from the stack. Expand to get

- (8 nxp x/n>p >COS(n >p)) Thisis F'(X,) . Press[F] and expand.
Press[-]. Now you have the expression:

— Jn
n>xp + 4 )ﬂz?;)z

This is our anaytic approximation of the roots of
- (a2 >8IN(X*) - 2>COS(X?)), i.e. theinflection points of SIN(X’)
. Let's try it for some values of n. Press[EFTEF] to make a copy of it,
enter n, 1, 4 1, and pressjsj=#}. Enter the program << ® NUM >>
and press[¥Ig]. Y ou get alist with numbers that are very close to those

in the list of roots that we found in the plotting environment. Only the
first root that we found there, namely .808251932936, isnot in the

list of numbers that result from the analytic approximation. Can you
imagine why? (What is the dope of the function
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- (4% 58IN(X*) - 2>COS(X*)) @ X =\/0>p , i.e. X = 0?- read
Aaron's posting again.)

Before going further, there are a couple of things here, that are worth
saying. The above examples of analytic approximations may give the
impression that we did modelling. The truth is that we didn't, if with
"modelling” we mean physical modelling. We simply took advantage
of known facts and used them to replace something that we can't find
exactly with an approximation of that something. The approximation
might have an analytic closed form, but this doesn't imply that we did

SIN(X) thet
X

we used in some examples. Suppose it describes mathematically some
physical quantity that occursin some physical phenomenon. We have
found (approximately) that the second derivative (i.e. curvature) of
VN>

T op?
n=12,3%,i.e. weintroduced a new variable n that represents (is?)
some other quantity, which can only have integer values greater than
0. Thisresult is only the consequence of a model which we didn't
even think about. The process of modelling precedes even the usage

SIN(X)
X

that the force which acts on a mass connected to the end of the spring
Is proportional to the spring's amplitude (i.e. distance of the springs
end from the equilibrium point) is modelling. Obtaining some function
(or any other mathematical object) that describes the phenomenon is
rather following the consequences of the model, than modelling itself.
We make (aminimum of) assumptions and follow their consequences
the mathematical way, in order to achieve amaximum of details of the
description of the phenomenon. These details are theoretical
predictions, which have to be proved by experiments. If we don't do
them, the theory is unproved and nobody in this world (including
JHM ;-)) can say that the theory is the absolute truth about the world.
If we do them and their results contradict what we predicted
theoretically, then the theory isfalse! If we do them and their results

physical modelling. Consider for example the function

this physical quantity will be equal to 0 at v/n>p + where

of the function . For example, having a spring and assuming

agree with our predictions, then the theory is... usable! It is still not the
truth! Why? Because modelling, reasonable modelling, abstracts from
the real existing matter, and creates such ideal meanings, which might
not even exist. To stay in the example with the spring, Hook's law takes
birth by using only two quantities, the length of the feather, and its
"stiffness", ignoring any other property that the spring might have.
Modelling contains (always?) this simplification. When we do
experiments, we prove the theoretically predicted quantities that arise
from the (smplified) model. Now, changes are that we will not measure
exactly what the theory predicts. There will be deviations. And the
guestion is, are these deviations the result of the ssimplification, of the
abstraction, or do they have other reasons? (Like for example Nick's
catastrophic handsin alaboratory ;-)) If we are able to exclude the "other
reasons’, i.e. Nick's hands, we still accept the model not because it lets
us calculate physical quantitieswith infinite precision, but rather because
areasonable amount of precision and amodel that is easy to understand,
are together something that we can easily grasp, an understandable
theory that gives us meansto falsify it. Don't underestimate the value of
falsification possibilities. It is exactly this that makes a theory (and the
underlying model) a usable theory, which in some extend describes
reality. Without falsification possibilities, like for example experiments,
the model and the theory is... pa-par-la-pap! Words without any value.
And even if the theory withstands all falsification experiments, nobody
can assure us that there will not be somebody that finds an experiment
that successfully falsifies the theory. Thisis one of the reasons why you
won't here physicists (I mean physicists that deserve their name) talking
about "the truth™ about the world. This is something that they leave for
JHM. ;-) End of philosophy, back to calculus.

Unfortunately the command TABVAR doesn't include any inflection
points of afunction. It leaves them out. So we can write a program that
finds them. But before we do that, we make a minor correction in the
program FINDEX. The program will crash, if at some point the second
derivative of the functionis 0, and at the same time the next derivative
that is not equal to O isof odd order. So we add code that takes care of
this case. Turn page for the corrected listing which includes the
additional codein red colour.
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IF

n 2 MOD NOT @If der. order is even

but at least it takes care of such cases. Now on to the program
FINDINFL, which tries to find inflection points. It is quite similar to
FINDEX. It tries to find the roots of the second derivative of the

THEN ) ) function, and if it succeeds, it checks the higher derivatives until it finds
ASE v o @in case higher der. <0 onethat is not equal to O at the root(s). If the found derivativeis of odd
3 NOT order, the program returns the found inflection point.
THEN @return ""MAX"
"MAX <<
END NOVAL {}
derV 0 @in case higher der. > 0 ® fv " sols
£ NOT <<
THEN fv T v T EXPAND
“MIN" @return "MIN" "f~°" STO @Find 2nd. der., store in f~
END LY @Prepare for SOLVE
END IFERR @1f SOLVE errors out
sol DTAG @remove label "HIGHER" SOLVE
SWAP ® TAG @add label "MAX" or "MIN" THEN @then clean up and return
ELSE @else (der. order is odd) DROP2 T v @user input
{3 "FINDINFL Error: @and mimic system errors
END Can*"t solve f7"=0
Reason:
o ERRM + 1 DISP
1 @Do for all sub lists 1200 .08 BEEP
<< 3 FREEZE
IE ELSE @else (SOLVE worked)
DUP {} * IF @1f solution was empty list
THEN DUP {} SAME
f OVER SUBST EXPAND @Ffind f(x) at extremum THEN @then clean up and return
"F(X)" ® TAG 2 ® LIST @Label and wrap in list DROP T v @user input
END "FINDINFL Error:
>> No solutions of 7 7=0
DOSUBS were found™

1 DISP 1200 .08 BEEP

3 FREEZE @Mimic system errors
ELSE @else (solutions weren"t {})
This version, which is aso the version that comes with this I . @1T solutions weren”t a list
document, will return an empty list for each value of the function THEEP TYPE 5 . ¢ them to a list
variable, where the second derivative vanishes, and where the first 1 ® LIST gthen convert them to a lis
derivative that doesn't vanish is of odd order. Not an elegant method, END
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"sols®™ STO
sols
1
<<
NOVAL 2 7~

® sol derV n derF

<<

WHILE

derF v
*derF" STO
derF sol
SUBST
*derv*® STO
1 "n" STO+
derV 0 ==

REPEAT

END

IF
n 2 MOD

THEN
sol "INFL"
® TAG
f sol SUBST
EXPAND
"E(X)" ® TAG
2 ®LIST

ELSE
{3

END

>>
>>
DOSUBS
END
END

>>
>>

Let'stry the program. Enter:

m 1
Xl

@Do for all solutions

@Keep on finding higher
@higher derivatives and
@substituting the solution
@and updating the derivat.
@order

@until you find derivative
@that is different from O

@1Ff der. order is odd
@then label solution,
@find f(x) and label it,
@and wrap both in a list.

@else (der. order is even)
@return empty list

then enter X, and then press [f[§IMXI§N. After a couple of seconds you
get:

100

haci!

Of course the two programs FINDEX and FINDINFL will gasp a lot
when they have to do with solutions that contain arbitrary integers, like
those returned by SOLVE for trigonometric functions. The reason is

(as dways ;-)) that there is no INTEGERASSUME in the HP49G. We
could use the implementation of INTEGERASSUME that was
introduced on page 2-71 of the first volume of the Basic Calculus
Marathon. But the problem will be that one has to check many patterns.
For example suppose that you want to find the inflection points of

SIN(X) using the program FINDINFL. The program will find that the
second derivative of SIN(X) is - SIN(X). Then it will solve - SIN(X)
for X, and so it will obtain:

thnFL: X = 10
i &" " oo

{X=-(2xpn1-p) X=2xpn3}

Now the program has to find out if the next derivative, - COS(X), is
(or isn't) equal to 0 at X =-(2xpx1- p) and X = 2xp xl. It will
substitute  these  solutions  in - COS(X), obtaining

- COS(- (2xp m1- p)) and - COS(2xp n3) . Consider the second of
these formulae. We have to somehow teach the HP49G that in this case
if nlisinteger, then - COS(2xp »n1) will beequal to - 1, no matter if
nlisodd or even. We could simply add n1to INTEGERASSUME,
and use the proper pattern matching list along with ISINTEG?, to match
it to - 1. But then there is one danger. If wetry to find the inflection

. )« P
points of, say SIN?TE’ then one of the roots of the second

derivative will be X = 3xp n1. If we then match - COS(3xp ni) to - 1
the same way as above, then we will be making a mistake, since
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- COS(3xp m]) isequal to 1 only for even values of ni. In this case
it doesn't matter, since both 1 and - 1 are different than O, but for

more complex functions it might be that we match something that is

different from O to O or vice versa. So the problem till remains.

Let's have now some examples of the usage of derivatives in "real
world", whatever "real" might mean. We will consider some
examples, in which we can maximise or minimise one quantity that is
a function of another quantity. We start with an easy example. We
have a square piece of cardboard with the side length a. Cutting out
four sguare pieces from the corners and folding the remaining piece
we want to make a box. The box should have the biggest possible
volume. How big must then x be? The volume of the box will be

(a- 2%)*»x. Since the volume of the box has to be a maximum, we
must solve the equation:

ﬂ—‘ll(((a- 2xx)° xx):O

for x . Enter the above equation and take care to enter al x's small.

a

To be
cut out

<+

XTI Ta - 2w ™%

is. The HP49G returns;

e
>
I
N
>
1
ol
o<

. . . a .
It is easy to recognise that we need the second solution, X = e since

thefirst would ssmply cut the cardboard in four equal pieces, making the
volume of the box to be 0. It isclear that finding the roots of the first

derivative, we find extrema, minima or maxima of the function. If we
want to mathematically prove if we have a minimum or a maximum,

then we need the second derivative. Enter (a- 2x)’xx,and

differentiate twice for x . Expand to get - (8 >a - 24 xx) . Press [B¥=s]

to get a copy of the solutions list from stack level 2 to stack level 1.
SUES I to get {4>a - (4>a)}.Sincea>0,

we have 4>a >0 and - (4 >a) < 0, which means that the first solution,

X = z_; , minimises the volume, and the second solution maximises the
volume. Drop the list from stack level 1. How big will be the

a a .
volume of the box when x = > or X = r: ? Enter the expression

EINIEE]), then expand to get:

(a- 2%)?x, press [@F=a], then

which shows that indeed the first solution gives us a box of

volume 0, i.e. no box at all. The second gives us a box with the
3

maximum possible volume, . The same results we can get

using the program FINDEX. Clear the stack first. Before we use
the program, we have to make the right assumptions about the

parameter a, which appearsin the expression of the volume of
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the box. Enter a3 0, and press@. Drop the remaining

expression a 3 0 from the stack. Now enter (a- 2 %)’ xx, then enter
X, and then press |z[fs]=4. The HP49G needs 34 seconds to return:

which also shows that the volume will be maximised, when x isone
sixth of the side length of the cardboard. Now we can remove the

, and then press@

assumptionsfor a. Enter a, press puRigeiil=
to drop the remaining a from the stack.

The second example belongs to the classics. | saw it for the first time
inthe manual of thelegendary HP41. It was fun to read and since the
sentimental remembrance (unfortunately) will not leave us oldies in
peace, | will useit here. We want to make a cylindrical metal can with
acertain volume V and use the minimum possible amount of metal.
(Though | would prefer the
maximum amount of heavy
metal, but that's another
story ;-)) We use the
minimum possi ble amount of
metal sheet when we
minimise the surface S of
the cylinder which is given
by:

S=2xpx°+2xpxxh

Enter 2xpx°+2xp x>h.
Press EMTEF] to make a copy
of the expression. Since the
volumeisgiven by:

V =p ¥ h

we can solve the last equation for h, inorder to transformit to a
function of r. Enter V = p *° >h, press [ENTEF] to make a copy of the

equation, enter h and pressESIEE to get:
\%
h=
r*>p

Press [ 4] onceto go to the interactive stack, and then again [ & ] twice
to go to stack level 3. Press to bring the expression
2xp x° +2xp ¥>h to stack level 1. Now press[¥F] to go to stack level

2, and then press [3l®4 to make acopy of the equation h =

stack level 1. Press EANCEL] to return to the stack. Now pressElER
and then[Z{ENE to get:

v in
r’p

2% 0+ 2xV
r

This is the surface of the cylinder as a function of itsradius r, and V

being a parameter which has some arbitrary but constant value. (l.e.
1000cm® or 345m° or whatever.) Enter r, press|d] and then FiZN

to get:

44°xp- 2N/
—_—
p
Press to make a copy of the expression. Enter again r, press|d]
and then to get:

403 p+ 4/
r3
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Thisis the second derivative which we will use when we want to tell

maximum from minimum. Press|: to swap stack levels 1 and 2,
enter r, and pressEEINIE. The result Is:

|n the sécond derlvatlve and then [SEFENE to get:
12>

Since12>p > 0 we have aminimum, i.e. what we want. Drop 12 >

from the stack. Press |E sLi=a]. PressEEE]R] and then
ST to find the height of the cyllndrlcal can:

\
o 2
p ,/ 7
What is the surface of the can? Press & ] onceto go to the interactive
stack, and then again [ 4] three times to go to stack level 4. Press
to bring the expression 2 xp x° +2xp ¥ >h to stack level 1.
Now press [¥F] to go to stack level 3, and then press|Flid to make a

copy of the equation r = 13/ 2\;0 in stack level 1. PressfCARCEL] to

return to the stack. Now pressElIEE]J to get:

2

Vv Vv
2 >a/— +2 >a/—>h
P75 270

Now press [ 4] to go to the interactive stack once again, and then again
[ 4] to go to stack level 2. Press|F#d to make a copy of the equation

= % in stack level 1. PressfEAMCEL] to return to the stack.

Thisisnot completely expanded, so press [z

again to get:

3V
\%

3 —

2

Clear the stack and let's go on to the next example. We want to cut a
beam out of a trunk. The trunk’s cross-section can be assumed to be
circular withthe diameter d. BTW, there is no single tree on this planet
that has exactly circular cross-section but nonetheless we assume that.
Modelling and simplification, you know! The beam will have the cross
section of a rectangle with width w and
height h. The ability T of the beam to carry
weight is given by the equation:

T =cxwh?

where ¢ isaconstant, in which all material |}
dependent properties hide. The question is:
at which width and height does the beam %
have the maximum ability to carry weight?
Before we solve this problem on the
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HPA49G, let's take a look at our model. As already said, no tree on
this planet has a circular cross-section. Thus, it is not really exact to
speak about the "diameter" of the cross-section. Nonetheless the
model, and the results of the model, are usable. We abstract from the
tree trunk a property which... amost exist. We idealise the trunk and
make a cylinder out of it. That means that the results that we will

get if we follow the mathematics of the model have a certain

grade of similarity with reality, but they are not reality. They area
usable approximation of reality. And many times (if not always) it is

exactly this process of idealisation that enables us to somehow . .

understand more about the world. If we take this strict criticism to the

limit, we can see that even something as simple as an integer, can be

considered to be an idealisation, something that takes birth in our
minds before we project it onto the "world". Think about it. It exists .
in our minds - the idea, the concept - but does it really exist "out |

there"? Nonetheless, even if we could say with absolute certainty that
it doesn't really exist, it is the idealisation that creates self-contained
stable models, which are usable. (Or try to determine the width and
the height of abeam with maximum ability to carry weight, if you take
the rea cross-section of the trunk, which might be just about
anything.)

After the philosophy there comes mathematics. Enter ¢ xw *h”. This
quantity depends on two variables (c isaconstant). We want to
convert it to a function of a single variable. And that is where a
constraint comes. No matter how long w and h are, therelation

d* = w” + h® isaways true. We can useit to find h asafunction of

w and substituteit in ¢ xw x’ . Now, we know that all variables and
constants in the above expressions are real and greater than 0. Let's
tell that the HP49G. Enter {c30 d30 w30 h3 o} and press

greater than 0, it returns the solution list:

fh=-J@w" =]

We only need the second solution. Enter 2 and press[elaj to extract it
from the list. Press|u8lz to make copies of the objects on stack levels

NE Theresultls(w><d2 3)><c.

Let's use FINDEX in this example. The function (wxd - W )><c isa

monovariatefunction with theadditional parametersd and c, for which
i4. The HP49G

Aswe see the maximum ability to carry weight isfound for w =

gxﬁ
anditisgiven by:

2x/3 xd® >¢
9

Enter 2 and press[elgJ to extract the second sub list. Now we need to
substitute w = :—(: %/3 inh= m in order to find the height of the
beam. Press EMTEF] to make a copy of the list, then to extract the
object MAX: ?ew = (—j >c\/§(.j out of the list. Press[glegf to bring the

equation h=Jd* - w® to stack level 1, and thenlEl to swap stack
Ievels 1 and 2. Now press ENIEE]] to make the substitution and then

Volume 2, 4-35



Basic Calculus with the HP49G - Volume 2 - Part 4

J6 >d
3

Now we can remove the assumptions that we made. Enter

{c d w h},preﬁs@,mddropthelistfromstack
level 1.

We continue with another example. Through cutting a sector off from
ametal disc with radius R, and through wrapping the rest conically,
we want to make a funnel. The funnel should have the greatest
possible capacity. How big must then the piece be that we cut off? We
Idealise the funnel to acone. The capacity, i.e. volume of the funnel is
given by:

P 2oh
3

To be
cut off

where r istheradius of the funnel and h isits height. Theradius r of
the funnel and theradiusR of the metal disc are connected to each other

by the relation:

then enter r = VR? - h* and press

h>R? - h®)»p
3

SN and [EEEENE to get:

The radius of the disc, R, ispositive. Enter
R3 0 and pr&@. Drop the inequality
form the stack and enter h (the variable). Press

1 3 U
i MIN:ER = - B 3P F(X)E?x\/é*l? afech
h e €3 @ ¢ 271 o
y

3 e o
F(X):—Z&GXR oy i
27} s

|
1
|
I|
(17 T3 e

It isthe second solution that we need, so enter 2
and press[elg]. Let's calculate the radius that the
funnel will have. Press EMTEH| to make a copy
of the solution, and then [gI=¥As] to extract:

& _R_ =06
|\/||N.‘;ﬁ-3>c\/§!a
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from the list. Enter r = vR” - h* again, preslel, then EMIEEJ and Press to get rid of the / on stack level 2. Enter 2> , preslel

then expand. Y ou get: and then[- |. Expand the expression to get:
r= Jo R (6 -2 %) P
3 3

The circumference of the funnel, 2xp ¥ isconnected withtheangle T Thjsjsthe angle of the pieceto be cut out. If you want to convert thisto
be the relation: degrees, then press to get: 66.0612308665. Thisresult is

meant as decimal degrees. If you want to convert it to degrees, minutes

2xpx =R and seconds, press now EIREE]. Theresult, 66.0340431119 is
Enter: meant as: 66°03'40"431119 . Enter now R and press PR EEENIEN
2xp ¥ = R¥E to remove all assumptions about R, and press|+# | to drop R from the

stack.
Now enter /A and press

SIS [0 get: We continue with an example from physics. Some phenomenon, be it
radiation, sound, or whatever, propagates itself from medium | to
medium 1. The propagation velocity in medium | is v, and in medium I
R is v,.Wewant arelation

between the angles g, and q,.

AE:ZXp*

O ER: SUBS WP AND :
Press [s}f{=z] . then ENIEER] and the[SHFENE, to get: That means that we ask: Assume
/6 that the phenomenon reaches at
/= 2X/6>p the separation surface between
3 the two media at an angle q,.

_ _ What will be the angle g, when
This is the angle of what we use to make the funnel, i.e. the angle of e phenomenon leaves the

the piece that we cut off isthe rest: separation surface and continues
itsjourney in medium 117? Without

2 2x/6 xp further assumptions it is not
P - 3 possible to say anything more

about the angles g, and q,. The

Press ENTEF] to make a copy of the expression, then [Seles phenomenon can choose any
/6 >p possible way (red feathered
. lines). We have to assume
something, then follow the

separate the left from the right hand side of the equation, 2
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mathematical consequences of the assumptions, make predictions, and 2 2
prove them experimentally. We make the assumption that the val +x° +\/a2 +(b- x)
phenomenon will choose the way that minimises the time to go from vl v2

A to B. Thisenables usto find which of the all possible waysthe

phenomenon will choose (blue bold lines). According to Pythagoras then enter x , and then press@. The HP49G returns.
we have:

25 V2 x 2xb- x)* 1
s,=va’+x* and's, = /a2’ +(b - x)° vi oxJal + 52 . 2>\/a22 +(b- x)*
The time t, needed by the phenomenon to cover the distance s, in sQ(v) SQ(v2)

medium | is: Instead of solving for x we consider the following: The quantity

[a2+xC Jal+x® isthedistance s,. Enter the list {\/al2 +x* sJ} and press
t,=—— ——

1 Vl

The time t, needed by the phenomenon to cover the distance s, in
medium Il is:

(= ‘la22+(b- X)2

Vv

2

on stack level 2 and a 1. on stack level 1. Drop the 1. form the stack.
Thetime t for the sum of the two distancesis: Similarly the quantity \Ja22+(b- x)° isthedistance s, . Enter the list

= Jar +x2 +\/a22 Hb - x)° {
B Vl V2

The above expression isafunction of x. Varying x we can cover all 2xs1 . 2>82
possible ways that the phenomenon can take. The quantities a, and SQ(v]) SQ(v2)
a, remain (can be hold) constant when we vary x. We can find a

minimum for t, if we consider it asafunction of x. Wehavetofind  on stack level 2 and a 1. on stack level 1. Drop the 1. form the stack.
the roots of the first derivative of this function. Enter: Press[ W], select the sub expression:
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2 %X
VIxX——o

2xs1

sQ(vy)
and press [N to convert it to:

X
vixsl

Now select the sub expression

2xb- x)* 1
—
2>82

SQ(v2)

and press [N to convert it to:

v2

x-b
V2 X352

Press enter to put the edited expression to the stack, which now is:

X N X-b
vixsl v2xs2

From the picture on page 1-37 we see that x = s,>sin(q,) and that

b =x+s,sin(qg,). Enter b = x +s2xSIN(g2) and press
get:

X_ %= (x+s2>8IN(a2))
vlxsl v2xs2

Press[ W], select the sub expression:

SLIESTRe)

x - (x +s2>SIN(q2))
V2 xs2

and expand it to convert it to:

SIN(g2)

v2
Press EMTER] to put the edited expression to the stack, which now is:

X SIN(g2)
vixsl v2

Now enter x = s1XSIN(q1) and press

SUBSTR(XeSH

sLSIN(ql)  SIN(g2)
vlsl v2

Press[ W], select the sub expression:

sDSIN( o)
vlsl

and expand it to convert it to:

SIN(q)

vl
Press EMTEF] to put the edited expression to the stack, which now is:

SIN(q1)  SIN(g2)
vl v2

This is the second derivative of the propagation time t for variable x
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expressed as afunction of theangles g, and g, . It must be equal to 0
for aminimum of time. Enter O and press[=] to obtain:

SIN(g1) = SIN(q2)
vl v2

=0

which of course is equivalent to the refraction law of Snellius:

SIN(qY) _ SIN(q2)
vl v2

The results of experiments made for a huge number of media pairs
agree very well with the above law. The assumption that we made
about the shortest possible way of propagation (i.e. shortest time)
seems to be very good. Indeed, it seems that this is a general basic
principle of nature, to take the shortest "easiest” way. This is
something that has been proved and checked and examined in
hundreds and thousands of experiments, and so we simply assume a
genera principle to be existent. It is not a result of deduction, as it
doesn't follow from any other assumptions (axioms) that are more
simple. The only argument for accepting this principle is a huge (but
still finite) number of experiments. We simply assume here that what
happened many many times (in experiments) will aso happen always.
We draw a general conclusion out of many particular experiments,
i.e., we conclude for an infinite number of experiments out of afinite
number of experiments by induction. Thisinduction is not the same as
perfect induction in mathematical proof. It is imperfect induction.
Nevertheless, though the word "imperfect” may have a curious taste
sometimes (what does"imperfect” do in science?), the method that we
followed in this example, called inductivism, has lead to some of the
greatest discoveries. The whole building of thermodynamics, and also
the foundation of the thoughts of Einstein when he started with
relativity, are based on pure imperfect induction. In thermodynamics
many many many experiments that failed to produce energy out of
nothing, led the scientists to the assumption that this might be a
genera principle and that no experiment whatsoever will manage to
produce energy out of nothing. Note that nobody ever can accomplish

to do all possible experiments to prove this, ssimply because there is an
infinite number of experiments that can be made. After the 10000th
experiment, we simply thought: "L et's abandon experiments to produce
energy out of nothing and assume that thisisimpossible. Let's see what
follows out of this assumption”. And what followed was an enormous
theory that covers a wide field of phenomena. The discoveries that
followed were always in agreement with the principle: "You can't
produce energy out of nothing". So the theory - thermodynamics - is
one of the most stable buildings of human thought, though it is not
strictly proven by deduction - i.e. nobody can exclude the possibility
that Rcobo will make some machine for producing energy out of nothing
(and be declared to public enemy number one by the CEOs of oil
producing/selling companies ;-)) Same with relativity. After so many
experiments that failed to prove the existence of the ether (the assumed
medium that carries light waves), everybody kept on changing the
assumed properties of the assumed medium, so that the experiment that
just failed, shouldn't be able to prove the existence of ether at al. (Fail
first, then explain the failure... and try again !!l) Einstein simply
thought: "Let's assume, the darn thing doesn't exist. What follows out
of this assumption?’. And what followed was one of the most
impressive (and sad) chapters of science. Unbelievable predictions were
experimentally proved and found to be correct. Our whole picture of the
world changed dramatically. Y ou see how it goes in this philosophical
direction. Many experiments with the same result lead to the assumption
that al (!) possible experiments will also have the same result. The
scientific world "smells' the presence of a genera principle. The
assumed principle is then taken as an axiom, though it might be much
more complex than mathematics axioms, and the mathematical
consequences of this axiom are followed. Working on this we discover
"laws" which are provable and can be falsified experimentally. We
make the experiments and compare the results to the predictions of the
"laws'. If there is no agreement, we must accept that the assumed
principle was either wrong or at least not perfectly conceived. If thereis
agreement, well... then we can use the theory and the principles aslong
as Rcobo doesn't sell his energy producing machine. But still, nobody
can assure us that the "laws" are really that valid. There is always the
possibility of another set of assumptions which leads to the same
predicted results as our "laws' do, but otherwise is completely different
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from what we assume to be a general principle. It is only the
immensely big number of successful experiments that make us
assume that the principle is always valid.

We continue with another example, which is somehow more
"everyday life". The inhabitants of St. Concrete City have wasted all
the water that was available around the city washing their cars, going
under the shower at least ten times every single day, and using it also
for otherwise "wise chosen" purposes. When they realised that no
water was available in the neighbourhood any more, they started
complaining, what government was this that left people without
water. (Note: As aways, it isnot "we" that did the mistake, oh no, it
was the government - stupid humans - the same creatures that
demanded protection of environment were wasting water until no drop
was available to drink.) The atmosphere in the city was very
explosive. The smallest spark would suffice to cause a detonation.
Then somebody discovered that about 60 kilometres to the west there
was a big amount of good water hidden in a cavity under Mt. Fresh
Air. Since humans tend to believe that everything out there is under
their possession and that they have the God given right to demand
everything (though God might not even exist) they automatically
considered the water under the mountain as yet another resource to
waste. Some environmentalists talked about possible plans to reduce
water consumption so that nature would have the time to refill that
cavity, but who cares about what comes after us, if we can livein a
barrel of waste until we leave this world? He, he, and so the
administration started planning how to transport the water to the city.
The one and only factor that they
considered was: It has to be
cheap! Oh yes, for them the world
is a set of things (that of course
belong to us automatically) and
each and every thing has an
adhesive label with its price. The

Mt. Fresh Air

X km

there was a laboratory of Super Cac Corp., where water had to be
supplied too. It was in a distance of 20 kilometres to the west and 10
kilometres to the north of the city. The water should be transferred
through pipelines to the city and to the laboratory. Since the amount of
water that would flow through the tubes was different at different
segments of the pipelines, the administration decided that the tubes of
the whole system would also be different from each other. The tubes for
the segment from the water to point A were the most expensive at 30
Solars per meter. (They named their money "Solar" to induce a
connection to the sun - nature -, so that the thirsty non-thinking
population had a peaceful sleep, because everybody assumed "we do
protect our environment™.) The tubes from point A to the laboratory had
a cost of 12 Solars per meter. And the tubes from point A to the city
were at 22 Solars per meter. Note again that no other specification was
given in construction plans of the economists. The whole world is for
them a question of costs. What a beautiful model of the world, asingle
variable is enough to describe everything! Poor mathematicians and
physicists that till search for the truth, when the truth is known to be
God and the administrative model of the universe ;-) Having all these
data, the administration started trying to solve areally difficult problem.
How big has the distance from Mt. Fresh Air to point A to be (call it X),
in order to achieve cost minimisation? Tremendous scientists asthey are,
they started "putting the numbers" and cal culating the costs for each and
every possible length x . Of course the number of possible casesisabit

too much to be calculated in a reasonable amount of time, and because
even time is money (a great economy axiom), the wise administration
people put themselvesin atrap. On the one hand their mathematics skills

SuperCalc Labs
40-x km

10 km St. Concrete City

distance from St. Concrete City to

the waters of Mt. Fresh Air was
60 kilometres, as said above.
Between the city and the water

40 km

20 km

60 km
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are, well, at about the same level as that of the cows of Trabakoulas',
but on the other hand they insist wanting to solve the problems of the
world (which, by the way, they create themselves) After some
months of planning (i.e. "putting the numbers") they suspected that
there might be another way to solve the problem, so that they can go
playing golf with their friends, the lawyers. They had heard of some
strange people out there, who were able to solve problems by writing
strange letters and magic formulae on paper. (And by thinking, but
this concept was not known by the administration.) So, they opened a
telephone book and searched under "M athematicians, physicists, and
other strange people’. They found Prof. Matt o'Mathew, an
unemployed mathematician (he didn't have expensive suits), called
him and arranged a meeting for describing the "very hard" problem
that they had to solve. Mr. o'Mathew came to the meeting (some
minutes too late - you see he was not a "serious scientist"), and the
economists looked at him from his head to his toes, with a very
examining expression in their faces (he had blue jeans and a T-shirt
on). They described their problem, Mr o'Mathew |ooked at them with
disbelief, and said:

- Let me seeif | understood that right. Y ou are not able to solve athe
problem that my parrot is able to solve? And you want me to help
you?

- Errh, yes, well... we just wanted you to prove if we... put the right
numbers. Of course your efforts will be honoured adequately, with
1000000 Solars... isthat enough?

- Mwahahahah - what a joke! For such a kindergarten problem, |
don't take money, mwahahaha, areal puzzle you said... mwahahaha
help me my stomach is aching.

When Mr o'Mathew could breath again, he did what we are going to
do. He used plain calculus. And had the grace to (try to) explain what

! Where the cows at |east can solve the equation "Eat as long as you are hungry
but don't eat up the universe". And, oh yes, there wer e economists around, who
cared more for mathematics than for expensive suits, but they were ignored,
since they were not "serious scientists' in their blue jeans and T-shirts.

he did to the administration. (And also to the lawyers, who were present
and ready to accuse Mr. o'Mathew later because of possible "wrong"
solution.)

- Let the unknown distance be called x . Then...

- Wait! What is x ? Isthat where... errhhh, we put the numbers?

- This, dear unalphabetised human, is a label. A representative of al
possible distances.

- Oh no, we don't want all possib...

- All possible distances, out of which we are going to pick that one,
which minimises the costs.

- Oh no, we want...
- Shut up!
- OK.

- The costs for the segment from Mt. Fresh Air to point A are then
given by 30 xx

- Huh?

- Thirty dollars per kilometre times x kilometres, thiswill be the cost.
Got that?

- Mhhh... but x isnot anumber and so...

- And so nothing is wrong. The costs of the pipeline for the segment
from point A to the city consist of two parts. One of these partsisthe
distance of 20 kilometres pipeline with a price of 22 Solars per
kilometre. Thisis 20 X22.

- Ah, | understood that!
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- Congratulations for your mental powers! The other part is expression for later, then he pressed[d] and got:
(40 - x) 22, aswe can see on the picture.

2X40- x)* 1
- ! ' 30+22%1+10
Errh! What is... 2)\/(40_ x)2 +102

- Sigh! Don't bother understanding it. Last thing we have is the costs
for the tubes for the laboratory. The distance from point A to the He entered x and pressed ES]§jS, and after some seconds he got the
l[aboratory in kilometresis given by: error:

\/(4O-x)2+102 Not reducible to a rational expression.

He looked at the administrators that were mentally (more or less)
- Gasp! present, and asked them:

- So that the sum of costsis given by: - You had your fingers in the development and production of this
machine, didn't you?

+ +(40- + - x)? +10?
30> +20>@2+(40- x)>22 +12 4(40 x)"+10 The administrators looked each other, wondering how mathematics can

help somebody to find out such top secrets. The lawyers started looking
the administrators with a sinister smile. They smelled another trial
- Thisisafunction of asingle variable, x . We can find its minimum against the administrators that helped manufacturing such amachine.

by finding the roots of: Mr. o'Mathew went the dangerous way. He dropped the x from the

stack and pressed [@EXE=3. He dropped the + and the 2, pressed /] and

)l s :
6305 +20:02 +(40 - ) 02 +12%/(40- x)’ +10°8=0  then[E]toget

& 5
240~ x)* 1
30+22% 1= - 102440 ¥)x 1 -

& 2x[(40- X’ +10%

Some administrators lost their consciousness at this point, Mr.
o'Mathew smiled with an expression of satisfaction and the lawyers
prepared the trial against the mathematician because of... planned
psychological pressure and injury.

Then he pressed[:¥ | and [Zg

Mr. o'Mathew entered:
_ 100 %? - 8000xx +160000

x* - 80xx+1700

64

30 xx+2022 +(40- x)x2 +12 >\/(4o - x)? +10°
5. After some
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seconds the HP49G told him:

160 _ 800

"3

Of these two solutions only one would minimise costs. So he pressed
El to swap stack levels 1 and
=1=#] and plotted
the expression for x =0to -+
X = 60 using autoscaling. The
graph had aminimum at about
x = 30. He moved the
graphics cursor near x =30, -
pressed and then|ZAI51
. After some seconds the : | |
HP49G displayed a minimum
at x =26.6666666667. The costs there were1700 Solars. It isthe

[x =
|

second solution, X = % , which minimises costs. He pressed

[EARCETL] to return to the stack, looked at the well dressed economists
and lawyers and said.

- You will have the minimal costs if you fork the pipeline a a
distance of about 26.6666666667 kilometresfrom Mt. Fresh

Air.
The lawyerslooked at him with anger and said:

- We don't pay you for results that are not exact. We want exact
results. You didn't...

- For your information you don't pay me at al. And if you want

80
exact results, here you are: 3

- Thisisnot anumb...
- Areyou sure about it? Never heard of rationals?
- Errhmm...

- Now, decide what you want from me. A number that you can
comprehend using the brown cell that you use as brain or the exact
resullt.

- Ahem... How did you find this result? How can we be sure? You
have to prove that thisisreally the solution.

- Well, | just did. The fact that you didn't understand anything shows
me that nobody paid attention to what you did when you went to
school. | suggest you to prove that there is a solution that makes costs
even smaller.

The joined forces of lawyers, administrators and other unal phabetised
personnel are still trying to find a better solution. They are till " putting
the numbers'. They still hope to find a better solution, accuse Mr.
o'Mathew of betraying them, influence the jury (another set of
independent ignorants) using such "proven facts' like the non-serious
outfit of Mr. o'Mathew, and charge him with some millions of Solars
for telling the truth.

And we, the few that are interested for the truth, can only sit and watch
that on tv. Or send the jury, the lawyers and the administrators back to
school. With Hulk as teacher of course.

Let's move on to the next example, which takes us out there somewhere
in the universe. Y ou remember of course the example of satellites with
almost square orbits that we had in volume 1 of the Basic Calculus
Marathon. We continue thisinvestigation here, with the question: Under
which conditions will the satellite have an orbit that is as similar as
possible to some regular polygon? Let'sfirst recall what we have found
in the first volume of the Basic Calculus Marathon, when we examined
the orbit of the satellite of a planet around the star. The coordinates x
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and y of the satellite are given by: and storeit in y. ThedistanceR ismuch greater than d. Let's define
Xx =R >cos(W>t) + d>cos(w >t) theratioa = g , Where a isrea and positive, toreplaceR by a >d in
y =Rosin(Wst) + dsin(w ) w

the above formulae. Enter R = a >d. Similarly, we can define n = W

where R isthe distance from the planet to the star, d isthedistance ~ Where n ispositive integer. It hasto be an integer, because we want to
from the planet to the satellite, W isthe circular velocity of themotion find the conditions under which the orbit of the satellite is a regular

of the planet around the star polygon. Enter w = n>W. Now, enter { } (empty list) and press[+]
w isthe circular velocity of twiceto get {R=a >d w =nx\}. The quantity W>x isequal to F ,
gr‘gurr%o?ﬁg pcl);ngge a?%te'l[“itse the angle of the planet in its circular motion around the star. Enter
time. Enter the expression: Wt = /& and press¥] to get {R=a>xd w=nW Wsx=/7Aa.Store
thislistin SUBSLST. Recall x to the stack, recal SUBSLST, enter 1
R>COS(W>t) +d>COS(w ) A Sadli and then the program<<  suBsT >>. Press [majeiilsls] and then SR
€10 get:
and store it in x.(Small
|etter.) Enter the expression: Planet dxCOS(&£ )+ a xdxCOS(4&)
R >SIN(W) + d >xSIN(w x) This is the coordinate x of the satellite written in terms of our new
Star variables. Storeitin x1. Now, recall y to the stack, recall SUBSLST,
enter 1 and then the program << suBST >>. Press [Iali]z3
to get:
y =Rosin(Wt) + d>sin(w x) a >SIN(Ex) + a xxSIN(E)
Thisisthe coordinate y of the satellite written in terms of the new
d : L
r c L variables. Storeitin y1.
. j Ewot :
Y =Rosin(Wx) Now let's take alook at
R the almost square orbit Almost constant slope
that we plotted in P
F = Wx volume 1 of the Basic .
Calculus Marathon. We |
X =R >cos(W) can see that the slope of
the orbit remains T
x =R >cos(Wx) + d>cos(w %) constant or - amost
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constant at some intervals of F , whileit changes rapidly in other
regions. We will try to find out, for which values of a and n the
slopeis as constant as possible. That means, that we have to find out

fly

thefirst derivative — Ix of the parametric function:

x = dxcos(F )+ a »dxcos(F )

y =asin(F »n)+a xlxsin(F)

asafunction of the parameter F .

Recdl y1, then x1, enter /& and press (I} to get:

_n>COS(F »n)+a>COS(F)
n>SIN(F ) +a SIN(F)

Thisisthefirst derivative ﬂ—i asafunction of the parameter F . Store
itin derl. When thefirst derivative (Slope) is as constant as possible,

then the second derivative is "as zero as possible’. Let's find the
second derivative with respect to F . Recall der1, enter /&, press|d],

[SEIN=8] and then [ to get:

(2xa 0 +2xa 0)*xCOS(An - ) +2x° +2>a°

- &@>a n>COS(&Ex +/E)- o
“a8 >a m>COS(En - A)- 6
Eg(nz XCOY2 #E ) +a* xCOS(24E) - (1 +a *)pg

Store this expression in der2. Thisisthe second derivative with
respect to F . Now we want to find for which values of a and n this
derivative is equal to O for certainintervalsof F . Notice that the
numerator of the aboverationisquadraticin a. We can solveit for a

and if the denominator is different from O for these valuesof a, then
we have found corresponding pairs of n and a that make the orbit of
the satellite look Iikeapolygon at the specified range of angle F . Recall
der2, enter a and pressk 5. The HP49G returns:

aE:OS(ﬁE*l- A)xt +COS(En- £)xn ol
|
n>\/COS(/E>n - )0’ +(2xCOS(En- &)’ - 4)m+ COS(An- A gi
2
aCOS(An- AT +COS(AExn- A£)xn

a_-

y

o|

+n>\/COS(/E>n - ) +(2xCOS(En- &)’ - 4)m+ COS(An- AE)2;'

" b

i
T
T
T
1
T
T
| 2

We see that there are 2 solutions. Each of them corresponds to a
physical situation that we are going to examine now. Store the solutions
listin SOLa . Lets start with the case of an almost square orbit. In this
case we have n=5,i.e

w = 52V. The orbit of the A Imost constant slope

satellite is amost "a line" at

p p i H
F==.Store5 inn and =

4 4 I

in /. Recall SOLa and '
expand. The result is T
{a=5 a=25}.Tha

means that for n=5 and

a=5ora= 25,theorbitgetssimilarto asquare. It is"mostly

- 2

similar" toasquareat F = (and adsoa F = P,P , F = P, >p
4 2 4 2

F —% + 32 ) . Let'stry someorbltplotsusmg these values. Recall x1

and y1. Multiply y1 by i and add the result to x1. Store theresult in

ORBIT . The expression stored in orbit contains also the quantity d,
which isthe distance from the planet to the satellite. No matter how big
this distance is, the shape of the orbit will remain the same. It will only
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be scaled accordingto d. Since we are interested for the shape but not  possible’.

the size of the orhit, store 1ind. Let'stry aplot with thefirst Let's try to produce an amost regular
solution for a. Store 5 in a. Now set approximate mode, gotothe ~ hexagon. In this case the orbit will be
PLOT SETUP screen, choose plot type PARAMETRIC , enter amost "aline" a F = p Switch to exact

'ORBIT" intheinput field EQ:, and ' A& intheinput field Indep: . 6
(Both with quotes.) Go to the p. .

PLOT WINDOW - PARAMETRIC screen, set horizontal mode, store - in /& and then store 7 in n.

view from -13 to13, vertica view from - 6.5 t0 6.5, Purge a . Recall SOLa and expand to get:

Indep Low: to 0., High to
6.28319, and Step: t0.05.

{a=7 a=49}

Store 7 in a and draw again to
get the "flower" orbit with the

peculiar behaviour a F _P

6
(and F :% +m><§).You must

_P.,P _P_ 2%
F= 4 * 2’ F= 4 * 2 zoom out to see the whole orbit.
p 3% . We  will discuss  these
F =7 %t )butwewil peculiarities ater on. Store 49 in
examine this phenomenon later a, set horizontal view

something rather interesting

happensat F :% (and also at

| A

on. Exit the  plotting
environment, store 25 ina
and redraw. Now you get the
almost square orbit. If you play
with different values for a you
will see that the best possible
approximation to a square orbit
is for a = 25. All other values
makes the orbit less square like.
We found that for:

from- 128. to 128., vertica
view from -64. to 64. and
redraw. Now you get an almost
regular hexagon. We found that
for:

R=25xd and w = 53\ R =49xd andw =7V
the orbit gets "as quadratic as

the orbit gets "as quadratic as possible".

Volume 2, 4-47



Basic Calculus with the HP49G - Volume 2 - Part 4

The orbit seemsto get as similar as possible to aregular m-gon when:

n=m+landa =(m+1)°

Is this a general behaviour? Try the case of a regular decagon, i.e.
n=11,and a = 121. It seemsthat we really have agenera behaviour
pattern. We used both empirical and analytic thoughts to find this
result, so we can't call our method pure deduction, but nonetheless it
seems to be OK. Now, what if we don't limit our thoughts to regular
polygons? What if we would alow broken valuesfor n? If we allow

n to befor example g , then the orbit will "close" after the satellite

has covered an angle of 2x2>p andnot after 2> . The
corresponding value of a would be gg

é in this case. Store §
4 2

inn, % in a, set horizontal view from - 16 to 16 and vertical view

from -8 t0o 8. Setalso Indep Low: to 0, High t012.6 (whichis
approximately 4 >p) and
Step: t0.125.. Now
redraw the plot. The orbit
looks rather different now.
From the relation
n=m+1 weget

m:n-l.Sincenzg in

this case, we obtain:
m:g.Sotheorbitis

amost a regular... 1.5
gon. Or better, a triangle
whose 3 angles are on the
circumference of a circle

and are equidistantly "distributed" over 4 X instead of 2> . Let's have

another example for such broken
values of a andn. Plotfor

a—4—9 andn—Z The
9 3

independent variable A goesfrom
0 to 3% =6 »18.9 insteps
of .189. Theplot looks like the

v

picture to the right. In this case we

have m=n- 1-%-1—— i.e.

amost a regular é-gon that isa

square whose four angles are
"distributed" over 3xX2X =6X.

N

Imagine the surprise of extraterrestrials if the humans put a satellite in
such an orbit around the earth! If those extraterrestrials have pattern

recognition units in their brains that
are smilar to ours, they will ask
themselves what the heck is going
on, since such orbits are quite
unusual in nature. Producing such
orbits is like a huge light
advertisement saying that intelligent
(or amost intelligent) life forms are
on this planet. (Or that God is
playing spirograph ;-)) Take alook at
the orbit with n= 12 and a = 144
7 49
The independent variable A goes
from 0to7xX2> =14 » 44 In
steps of .22. Such orbits are quite

@
NS

2%

difficult (if not impossible) to produce. Note that the satellite comes so
close to the star, that it will eventually change orbit and become itself a
planet. Nonetheless the (almost impossible) orbit has a nice shape to

look.
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Orbit from 0 to Zn Orbit from 0 to 4w

[
L/

Orbit from 0 to Sn Orbit from 0 to Z20n

\’

R

The next step isto alow any real value for n. Thiswill produce non
closed orbits, that means that the orbit will not be strictly periodic. It
will be a curve that never repeats itself. For example, for n= p and

a = p* we get satellite orbits which areirregular curves, which are
nonetheless restricted inside a ring around the star. The above plots
demonstrate this.

Now that we found out empirically, that for a satellite orbit that
resembles a regular m-gon (as far as possible) the relation

a = (m+1)> = n? holds, we could try to substitute a in der2 (second

derivative of orbit), and solve for n. Purge thevariablesa, n, and Z.
Recall der2 on the stack. The expression isafraction. We will find the
roots of the numerator and silently assume that the denominator is not

equal to 0 when n isequal to aroot of the numerator. Press ik

to convert the fraction to its numerator (stack level 1) and denominator

(stack level 2). Press |i| to drop the denominator. Enter a = n® and
EIER]]. L et's suppose that we want to find such values for n, that
make the orbit similar to asquare. This means that the second derivative

will be 0 around F = % . (Of course, if we want other polygons, we

p

have to use other angles.) Enter A= 2 and pressEMEE. The result of

the substitutionsis:

P6

_efzmz 2 + 2 X m)mos?@m- p +2m3+2>(n2)25
© €4 49 7

Store this in NUMERATOR . Let'stry to solve thisfor n. Recall
NUMERATOR, enter n and pressEEIR]S. After some seconds in

agony the HP49G returns:

i ®&-13p a
i 8 nlp+ SXATANéﬁ 10 i
in= n=0 n=-ly
. p -
1 I
! p

Store this in SOLN. Let's examine the solutions. Recall SOLn and
press to extract the first solution out of the list. Take it to the

EQW. The sub expression ATAN?e_—ld can be converted to a
eJ2- 19

guotient but not by expanding. Select this sub expression and press
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m Then pre&@ The result is — >1o Press [ENTER] and then

IXYE. Now you have n=8>1- 3 on stack level 1. We have
found that for an almost square orbit - or more precisely, for an orbit

whose second derivativeis 0 at F = %

, the possible valuesfor n are

of theform n=8>1- 3, where nlisan arbitrary integer. Let'sfind
some valuesfor n. Enter n1 - 2, 2, 1, and press [FJ2&). Theresultis
thelist

Satellite

Planet X

Star

{n=-19 n=-11 n=-3 n=5 n=13}. Wealready know
that n=5 correspondsto an
almost square orbit, and so we see
that n=12 correspondsto a
dodecagon (12-gon). But what are
the negative solutions? We already
know that w = nxW.from this
relation we see that for negative
values of n the satellite will have
negative angular velocity if the
planet's angular velocity W is
positive, which means that the
satellite runs retrograde. Though
such orbits are known to be often

unstable, let's plot such anorbitforn=-3. Store-3inn, 9ina, set
horizontal view from - 20 to 20, vertical view from - 10 to 10,
Indep Low: to O, High to 6.29, and Step: to.0629. Now, draw
the plot. Ahal An even better cosmic square is achieved for n= -3.
Such negative values of n correspond to curves that resemble asfar as
possible regular (1- n) -gons. The group of curves that the solutions of
theform n=8>n1- 3 describe have al one property in common: Their

second derivativeis (almost) equal to O around F = % .

The solution n= 0 isatrivial solution which doesn't produce any orbit
a al, i.e thesatellite"sits" at x =1, y =0, and the planet sitsat x =0,
y = 0, which means that the planet isin the star. (Poor inhabitants -
let's exclude this solution for humanity reasons ;-))

The solution n=-1isalsoan"inhuman" one, but nonetheless
interesting. It describes a planet that moves on acircular orbit around its
star (planet inhabitants saved), with a satellite that oscillates with

x =2xCOS(F) aty = 0 though the star! (Satellite and itsinhabitants
evaporates.)

From the above we clearly see, that the mathematical solutions of a
problem don't have always to describe some "real existing" system -
except of course for the case of planets and satellites that withstand the
conditions inside a star ;-) Mathematics seem to be "more free" than
physics, it doesn't have to represent any "real world" system at all.
Complete freedom of thoughts with no restrictions whatsoever. Physics
is free enough for stating that "heavens is the limit". Mathematics are
free enough to even wipe out heavens, and thus remove any limit. It is
so free that it can prove (strictly - no "feeling based assumptions") its
own imperfectness or incompleteness, its own contradictions - but that's
stuff for another marathon.

Let's make another (the last) examination of our orbits. Are still other
solutions possible? And what do they represent? In the previous pages
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we solved Reset also the input field Step:. Now press E2ijfs] to autoscale the plot,
- ((2 xa '’ +2xa 0) COS(ER - /E) +2n° +2 >az) =0 for n S and then[BEEREd. Y ou can see that the function has two roots
D at about n=5. Thefirst of theserootsisindeed n=5. Movethe

when a =n” and ££= = . Let'splot der2 asafunction of n when  cursor near the second root, press [} and then[SEE1. The HP49G
4 returns the root n=5.7171656495. This root describes an orbit which has
p

— —_ —rc2 . .
A= 1 and a =25 =5", that is for an assumed square orbit. Store  jts sacond derivative amost equal to 0 at A= E but is no regular

25 in a. Enter P , press[ZHUH] and store the result in 4. Now, go _polygon. If you make a parametric plot _of ORBIT with A& asthe
4 independent variablefrom O to 2> you will get an open curve. If you

tothe PLOT SETUP screen, select Function plot type, and enter  plot with 4 from 0 to 10 then you will get the same kind of orbit as

der2 inthe we saw when we used n = p. These results demonstrate the fact that
input field EQ:. our condition "as similar to a regular polygon as possible" are only
Enter 'n' (with imperfectly described when we say that the second derivative has to be
quotes if some OaF =P or any other angle. There are also non-polygonal orbits that
vaueis stored in 4 y die. Polyg
variable n). Go have this property. And some of the (real) roots that we find describe
to the ———\ exactly these orbits. Actually we should demand that the second
derivativeis O fortherangeF =0 to F :% (in the case of asguare
/ orbit). But that would make the formulation and further work more
difficult, and would presumably return no results, because this would

Tw correspond to a perfect square, which is presumably impossible.
minots (Remember, our condition was. as similar as possible to a regular
polygon, but not an exactly shaped polygon.) This also shows how
- assumptions and approximations are used in physics. Often, the solution
P.LOT WINDOW - FUNCTION screen and enter hor|2(_)ntal of aproblemin physicsisvery tightly related to the art of approximation
view range from - 10 t010. usethe arrow keysto selecttheinput  py modelling and making useful assumptions. We will continue on this
field Indep Low: and press[GIEEIA. You orbit problem at some future part of this marathon, and we will see how
. will be presented a towecan makean even better mathematical formulation of the condition
popup menu with the "assimilar to aregular polygon as possible".
% options to reset all
g things in the screen or  Let'sturn to another orbit-like problem. We examined orbitsin planetary
g only the value of the system scale. Now we take alook at orbits in atomic scale, though we
¢ current input field. know that the word "orbit" doesn't make sense at al in these
Select Reset value dimensions. Nonetheless, considering the used models and the history
and press [ENTER]. of development of quantum mechanics hel ps understanding many things
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Metal sheet

—

>

/ >

—

Very few
eectrons

are reflected Some el ectrons

arerefracted

that have to do with our built-in pattern matching engine and the
resulting naive and dangerous analogies. The first detailed picture of
the atoms was constructed with the help of the experiments of
Rutherford. A thin metal sheet (target) was set under bombardment by
cathode rays (electrons as projectiles) and Rutherford smply looked at
"what happens with the projectiles’. The results clearly said that most
of the projectiles simply went through the sheet! Asif it wasn't there!
A smaler number of projectiles changed its course and and even
smaller number was reflected by the metal sheet as shown in the
pictures on the next page. That was quite a surprise. It meant that
what we perceive as a solid material is (at least for electrons) almost
not there! How could that be? Rutherford was a physicist and not
transcendental-meditative-analogy-builder. He didn't speculate, he
didn't tried to guess the "laws of the universe" by postulating things
that can't be proven experimentally. He simply accepted what he saw,

and what he saw was definitely not what "transcendental-meditation”
or religion would tell him. If most electrons ssmply go though, could
this imply that the sheet was for its biggest part... simply full of

» Most dectrons
go through the
P metal sheet

"holes"? Was the structure of matter, not continuous? He
made this assumption, but he didn't raised it to the
position of alaw before doing further examination of the
consequences of this assumption. If matter had a
"granular" structure, then the behaviour of al projectiles
could be explained, no matter if they went trough or not.
The "granular" structure would explain why most
electrons went through. They simply didn't meet
anything that could change their way or send them back.
And what about the other electrons that were refracted or
reflected? There had to be something that made them
behave this way. Rutherford made his assumption a bit
more detailed by adding that the electrons were repul sed
by negative charge that had to be concentrated at certain
places. The atomic units of matter had to be constructed
in such a way, that negative charge (electrons) can
experience a repulsive force when they pass near such a
unit. There had to be negative charge "around" these
units (the atoms). If so, then there had to be also positive

Very few electrons
fal "frontally" on an
atom and are reflected

< Atom 1
P Most electrons
»  go through the
p Metal sheet
O Atom 2
Some el ectrons
pass very near
an atom, they
arerepulsed and
refracted
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charge "inside" the negative charge, in order to explain why the
electrons didn't get "glued” and stayed in the sheet. So the assumed
atoms would be really tiny and make only a tiny part of what we
perceive as solid matter, the rest of our perception being not even thin
air. The atoms would have negative charge (electrons) at the outside
and positive charge at the inside. Was it that way? A huge amount of
experimental work has been done to prove this assumption. Many
physicists of that time saw only an "artificial" assumption but not
"reality” in this explanation. And it was very good to do so. Physics
is not believing by simply telling. Physics is doubt, hard work,
experimental proof, experimental proof of the experimental proof, and
above al... curiosity that doesn't stop to ask questions when
transcendental meditation declares the world to be understood
completely. After all this hard work was done, the atomic assumption
was accepted and the physicists asked questions about the inner
structure of the atom. They found out that the atom consists of its
nucleus which carries positive charge and of electrons distributed
around the nucleus and carry negative charge. Experiments
demonstrated that the atom can't have any possible energy but only
certain values. Nothing "between" these values seemed to be allowed.
This experiment also contradicts what a "meditative-transcendental -
want-it-so-theory" could "deduce'. One could speculate about
planetary-like orbits (naive analogy) of the electrons around the
nucleus, but then what about continuous energy loss because of
radiation? One could also speculate about "holy places around the
nucleus where the electrons just sit and do nothing, embedded in
cosmic peace”, but then what about the attractive forces between the
negative and positive charges? Instead of doing meditation for solving
physical problems, the scientists started thinking and having sleepless
nights. Then Bohr made an assumption which seems to be like the
naive analogy of planetary-like orbits, but nonetheless is way
different. He postulated that of all planetary-like orbits only these
were possible, in which the angular momentum of the electron is an

integer multiple of % , where h isPlank's CONT. That means:

nxh
mxvx = —
29

where m isthe mass of the electron, v itsradia velocity around the
nucleus, r theradius of its orbit around the nucleus. Why isthat not a
naive analogy? Well, consider our planetary system and you can
immediately see that any energy is possible for a planet. There is no
restriction to certain orbits that obey some rule. Of course Bohr's
assumption was a bit too much, especially because he also postulated
that no energy loss by radiation takes place in such "allowed" orbits. But
at least it could be tested experimentaly. And the experiments
demonstrated that indeed his model had to do something with reality.
Let'stry to calculate the "radius’ of the orbit of an electron around the
nucleus of hydrogen, which consists of a simple proton. The energy of
the electron in its assumed orbit is the sum of potential and kinetic
energy. The potential energy is the energy of a positive and a negative
elementary charge at a distance r from each other. For the potential
energy enter:

2

I S
4xpx0x

where ge isthe electron chargeand e0 the permitivity of vacuum. For
the kinetic energy enter:

m xv?
2

where m isthe mass of the electron and v itsradial velocity around in
its assumed orbit around the nucleus. Press|+] to add the potential and
kinetic energy and get:

qe? mxy?

- +
4x0x0x 2

Store a copy of this expression in HLENERGY . Now we eliminate v
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from this expression using Bohr's assumption. Enter:

nxh
mxvx = —

23
then enter v, and press E[SIKE to get:

Store a copy of this equation in BOHR.POSTUL. Press ENEE]] to

substitute v in the expression for the energy and get:
2

N3 nh g
. ge? 62><p>r><mﬂ
4x0x0x 2

Thisisthetotal energy of the electron as afunction of the radius of its
assumed orbit. Since we know that phenomena in nature tend to
proceed in adirection that minimisesthe energy of agiven system, we
try to find theradius r that leads to the minimum energy of the system
proton-electron. That means that we want to find the roots of the first

derivative of the total energy for r. Enter r and press[d] to get:

nh - (nh>ms2p)
'(qez><4>p>€0)+ 2xp xxm SQ(2xp > >m)
SQ(4xp>e0>) 4

2Xmx2

Thisisthe flrst derlvatlve of the energy with respect to r. Now enter

Store a copy of thisin BOHR.R. Theinteger n can have the values

12,3, Y, . That means that the "allowed" orbits are:

_ Dh*0
h=—"77"
pm>xqe

_ 4>h* 0
r2_ 2
p m>ge

9?0
]
p xm>qe
and so on. Thefirst of the allowed radii is:

_ Dh*0
h=—"77"
pm>xqe

and is called the first Bohr radius. It has the value of 52.92pm. This
was verified experimentally. The results were in excellent agreement
with the theory and so, at least for the hydrogen atom, the assumption of
Bohr was found to be usable. Using the theoretical radius and Bohr
assumption we can find the allowed energies of the electron. Recall
H.ENERGY , recall BOHR.POSTUL and pressEMIEEL}. Then recall

BOHR.R and press againEMEl. Expand the expression to get:

o mxget
82 xh? 0’

These are the allowed energies of the electron of the hydrogen atom.
They were confirmed by experimental work. But still, there were big
problems regarding Bohr's atom model. As we know today, the reason
for the problems is more or less our pattern matching recognition. In
every day life we see physical objects having what we call velocity and
following some particular way on their movement. So we extrapolated
these observations to a world in which they might be useless, using the
naive analogy: "Like a planetary system, the nucleusislike astar and the
electron is like a planet”. We assumed that nature would behave just as
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we expected, but nature doesn't have any obligation at all, to behave
aswethink, and above all to be understandable the way we want it to.
Before we proceed to the quantum mechanical description of the
hydrogen atom, a couple of (I hope destructive) words on the kings of
analogy, the transcendental meditation "scientists'. All transcendental
meditative "theory" still bases on our perception of the world, and
because our perception says that "objects have velocities', don't
expect to find quantum mechanics out of singing their holy songs. Of
course (ha,ha) after quantum mechanics was formulated and tested
experimentally, those guys immediately said that it was in agreement
with their transcendental meditative results without even really trying
to follow the theory and its formalism by working. | have the feeling
that whatever theory comes out and proves to be usable, they will say
that they already knew it since 1483 years. Of course they say that
only after other people have done the work. Thanks heavens we
passed the state of the dark ages of charlatanry and nobody in the
scientific world listens to such stupidities. And thanks heavens this
sickness of human mind will vanish by itself.

Back to quantum mechanics. After the
theory was devel oped, it was found out
that the electron doesn't behave like an
object, which is in orbit around the
nucleus. The world "orbit" doesn't
have a meaning in the subatomic world.
At least not the meaning that we
comprehend using the observations that
we can make with our senses. The y
electron behaves more like a wave
around the nucleus. (This analogy is
also very dangerous but the scientists
know that - we useit only for imperfect X

grasping of the subatomic world.) The

electron is described by what we call

"wave function”, afunction of the coordinates of the electron. It turns

out that this wave function Y (r,q,j ) can bewritten as a product of
functions of each single coordinate, i.e. it has the form

Y(r,gj) =R(r)>Q(q)>F (j ). Thewave functionisin genera a
complex function. Without further interpretation we accept here that the
product of the wave function with its complex conjugate is proportional
to the probability to "find" theelectron at r,q,j . Thefirst wave function
is fully symmetric with respect to g,j and it dependsonly on r, the
distance from the nucleus. Thiswave function is:

3
21 ®
Jp éa,o

where a, isthefirst Bohr radius that we have calculated on the previous

pages. The probability to observe the electron (with the above wave
function) at some distance r from the nucleusis proportiona to the

product Y (r) % " (r), where Y’ (r) isthe complex conjugate of Y (r).
Since this wave function is real we have Y (r) =Y (r), and so the
probability to observe the electron at some distance r from the nucleusis
proportional  to Y (r) %Y (r) = Y ?(r). The complete formulafor

calculating the probability to observe the electron between r, and r, is
given by the integrd:

r
ag

v ()

r=r2
P(r)= ¢ 4xp x> %Y *(r)>dr

r=rl

The part 4 xp x* %Y *(r) is known asthe radial probability distribution
functionD(r). It is this function that gives us the probability to "see" the

electron at a certain distance r from the nucleus. Let's find where the
electron has its maximum probability "to be seen". Enter the radia
probability distribution function of the first wave function:

62
21 A s
BLo? 5

ea, o

Nl w

691
4 xp X g—
p E\/B
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Now enter r and press|d] to find the first derivative with respect to r.  theoretically and experimentally, that helps ustell which oneisthe best.
Theroots of this derivative are the distances r from the radius, where In the case of quantum mechanics, the fully developed formalism is
the probability to "see" the electron takesits extremal values. Enter r, based on assumptions (postulates) that are even harder to grasp than
press EEIRYE and wait until the HPA9G returns {r =a, r =0}. The Bohr's assumption. We accept them because the predicted properties
. . ) ) _ were confirmed in thousands of experiments, and not because we
first solution, r= a,, isthe distance where we get the maximum blindly believe that they are true. Furthermore quantum mechanics is a
probability. It is exactly

I(r)

theory with which we can calculate and make predictions but the basic
the same like the first part of it is not "understandable® for humans. We have objects
(particles) of which we think they have well defined "borders' to the
"outer world", and then we find out that they are waves which end at...
infinity!!! On the other hand the same particles can also behave liketiny
objects with well defined dimensions, say like mini spheres.
Presumably these particles-or-waves are neither particles nor waves but
something else, for which we still don't have an adequate model. We
can perceive physical bodies and waves with our senses and so we

Bohr radius, which shows
that Bohr's model was
perhaps not perfect but
usable! The  second
solution, r =0, iswhere
this probability has its
minimum. This minimum

probability 0, i.e. the r
electron will never be at 92,92 100 <00
r =0, wherethe nucleusis. If you plot the radial probability
distribution function:

extrapolated these concepts (as well as possible) to aworld, where they
perhaps have no meaning. It could also be that these contradicting
behaviours - sometimes wave, sometimes particle - have their roots in
the inherently existing imperfectness/incompleteness of (almost) any
formal theory. We use  mahematics that include
3 .2 imperfectness/incompleteness, so why do we expect a perfect
, 1 21 g =0 description of the word with no contradictions at all?

4 xp x X;T %ﬁg 52,92 .

evP : ] Another thing to think of: Suppose that somebody, before Bohr made
his assumptions, was able to measure the radial probability distribution
of the electron around the nucleus of the hydrogen atom. He or she
would collect anumber of r- D(r) pairs. He or she could then plot these
values in a scatter plot and get the picture to the right. If he or she
Quantum mechanicsis afascinating chapter of physicsand wearenot decided to fit the data to some
going to examine it in much detail here. But nonetheless let's take a function (gf the type
look at Bohr's model. Bohr didn't only assume something and raised 2(4-Cox
it to a "universal law". He assumed something and followed its Cot (e. ) , where C, and
consequences, making predictions which ~were confirmed C, arefitable parameters, he
experimentally. Still, he and the whole scientific word didn't accept or she would find that with
that "this is the absolute truth”. Why? Well, first of all there can be C, =2.7E31and
many (in fact infinite many) assumptions and models that lead to the C, = - 1.89E10 aperfect
same results. A model is never "one and only". In case of many correlation can be established.
models that lead to the same results, further work has to be done,

&

where a, has been replaced by its numeric value in nanometers, then
you will get the picture to the right (without the annotations).
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But so what? What are C, =2.7E3l1and C, = - 1.89E10? Why
don't they have any other value? What does the fit function represent?
Where does it come from? We see, statistics don't answer questions.
The statistical method only shows correlations but correlations are
definitely not physical models. To understand it better, consider the
example of statistics nonsense that was really done somewhere in
northern Germany. (I don't give names here, for understandable
reasons ;-)) It has been found that a correlation existed between the
number of births of humans and the number of births of... (believe it
or not) storks! So are we to say that it isaphysical proven fact that...
the storks bring the children? Think again about the answer. If you
accept this, then certain human activities for children production will
become unnecessary ;-)

The last thing to discussis the principle of energy minimisation. Some
of the transcendental stupids have blindly used it to defend their
position "lower the energy of your brain and then the world will live
In peace through transcendental meditation” - or similar bullshit. Apart
from the fact that lowering the energy of our brains would kill us all
(peace in its most unexpected form ;-)), they didn't even define what
is the energy of the brain (or was it temperature? ;-)), they didn't
consider that the fate of macroscopic phenomenais connected also to
another quantity, the entropy, but instead of this they "guessed" a
function with as many fitable parameters as possible, which they
declared to the "state of the earth”, and then fitted the guessed function
to their (also undefined) transcendental meditation (mama mia!), and
published this rubbish to the internet. Of course you won't find that
shit on any serious scientific publication, oh no! Those "scientists'
know that if they dared publish their garbage there, then... their time
would come to take what is widely known as "transfer to lunar orbit".
Even if the "guessed” function of undefined quantities were right
(whichit isn't), it wouldn't be amodel and even less atheory, simply
because it is (stupidly used) statistics and correlations of undefined
guantities.

| must be in avery green state these days ;-) Anyway, another puzzle
to think of: Thereisno recipein thisworld that let's you construct any
line segment with the length of exactly p, or of some expression that
contains p in atranscendental manner. (Not the way JHM would like

it be. The mathematical definition of transcendence is meant here ;-))
Nonetheless the electron, this tiny Mistviech, manages to "be in a

, : : .1
distance" from the nucleus, whose mathematical expression contains —

P
as a factor!!! Though we can't produce such a distance with any
mathematical construction in afinite number of steps, the electron can!
Our mathematical description of nature has also its mysteries. And it is
good that it does, or else it would be boring. But think about it for a
moment. (And be sure to have a cup of very strong coffee somewhere
near ;-))

The last example that we are going to examine using derivatives is the
function that givesthe concentration c, of a substance B that appearsin
the reaction:

ks
A®B

k,
B® C

The above reaction mechanism means that substance A is converted to
substance B with arate k, and at the same time the substance B is
converted to substance C withthearate k,. If we UNASSUME that
mass isacontinuum, and if theinitial concentration of substance B is O
, then for the concentration ¢, we have:

)(e-kzx - e klx)

where ¢, istheinitial concentration of substance A . The question s,

does the concentration of substance B have an extremum at some certain
time t? Let's see. We will find the roots of the first derivative with
respect to t. Enter:

_k1><cAO

C T e—
" k1' kz
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k1xcAO ; . .
o >(e k2t e klx)

and make a copy of the expression. Now enter t and pr&es@ to get:

kl)«:Ao >(e-k2>{ % k2 _ e-k].)t % k])
k1- k2

Since al quantities that appear in the above expression are real an
positive, switch to real mode, then enter the assumption list

{cAD3 0 k130 k230 ts 0}, press@,and drop the

assumption list. Now enter t and press S. The HP49G will
complain Not reducible to a rational expression.ltisa

shame that it doesn't solve this equation, but let's help it. Press|[I¥]
o get:

o K2t 5 k2 k1xcAO e o k1 k1xcAO
k1l- k2 k1l- k2

. then twice[+#l], and then[=] to get:

k1xcAO .« k1xcAO
X——— =¢e " % klx——
k1l- k2 kl- k2

Now press [LF] to get the natural logarithms of the left and the right
hand sides. This operation takes some time to complete because the
HP49G has to consider all the assumptions that we made. When it is

ready you have:

LN(;' ge- k1x % k2 k1>CAOQ_ — LNQ- ge_ K1x % klong_
ee k1- k2eg ¢ € k1- k2|og

EL3IE). This operation also takes a bit more time. Wheniitis

ready you get:

- (LN(K1- k2)- (LN(CA) + LN(K]) + LNK2) - t2)) =
- (LN(|k1- k2))- (LN(cAO)+2 L NK1)- t>k]))

Preslelandthen 5

= LNKk1)- LN(k2)
kl- k2

Press [RIEEMEEA] to get:
nEX1o
ek29
K1- k2

Thisisthetime at which the concentration c; hasits maximum. To find

the expression for the maximum concentration, press [iEls, then
SRR Now you have:

e & \Ja 2 B0
c ékzMi -Eklhio
KLk2 © K-k ©
CAO ot Pet ;.
kl- k2
¢ +
e %)

If you now expand, then the HP49G will return a huge and
unnecessarily complicated expression. If you try to take this expression
in the EQW and apply [sEAai separately to each exponential sub
expression, then the HP49G will convert the exponentials to:
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1 1
K10 and k10
LNgk_f LNgk—2 E
k2 x—tl8 kix—E2< O

e k1- k2 e k1- k2

No simplification to:

k2 k1
aklgkik2 aklgki-k2
ek29a an ek2a

. . . . k1
will be carried out, though under our assumptions the expression o
k1l

k2
110 and Lo arerea. So you

can only "imagine" that the expression for the maximum of c; is:

is positive and the expressions

2 kl ..

ki
cA0 Bgre ak2gireO
k1- kzgéklﬂ ek

Anyway, if you give numeric values to the variables ca0, ki, and

0 ><(e'k2‘ - e'kl‘) witht as
kl- k2

the independent variable, then you get a
graph the shape of which is similar to

the curve on theright.

k2, and then plot the expression

Drop anything from the stack, until the
KIXxCAO ; _iox kbt

e -e is

R L —

on stack level 1. We are going to use it for making some thoughts

about limits, removable and non-removable discontinuities. It is said

expression

quite often that for example the function %(X) IS not defined at

X =0 because of division by 0, but things are not quite that ssimple. If

. . k1IxcA ) ) .
it were that way, then the concentration aZaly >(e e kl") which
kl- k2

istheoretically obtained by reaction kinetics and experimentally proven,
would be... undefined in the case k1=k2, IPif substance A gets
converted to substance B at exactly the samerate as substance B is
converted to substance C. Which of courseis absurd! We don't expect
to have a chemical reaction which starts with a well defined
concentration ¢, and suddenly (through the influence of some holy

ghost) the concentrations get undefined, do we? We have to look alittle

bit closer and redlise that if k1=k2,thenaso e *** = e **, which
means that we have to work with limits. If the limit exists;

im K1>cAO >(e- k2x e-klx)
kiek: k1- k2

then we can (or better, we must) accept that the function has to be
replaced by this limit at k1=Kk2, in order to avoid... undefined
concentrations. We have then aremovable discontinuity. Enter k1=k2
and press[fi]. After some seconds the HP49G returns:

t 2 >cA0

k2
e

which meansthat the concentration ¢, is still defined and measurable as

afunction of thetime t. If you differentiate and solve for t, you will get
the solution:

1

t= =
k2

which is the time of the maximum concentration of substance B. The

: . o 1.
maximum concentration can then be found by substituting t = e inthe
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t k2 >cAO0 cAO

expression ——— , which gives the result —— . Remove now all
e

assumptions that we made by entering {cA0 k1 k2 t}, pressing

, and dropping the list from stack level 1. Since t
belongs per default to the real variables of the CAS of the HP49G,
enter t and pressfg =8 to add t to thereal variables. Also,

enter X and pressg bl to set variable VX to X, sincethe CAS
has altered to k1 when we found the limit of ¢, for k1=k2.

Some criticism on the used model of this example. The expression
that gives usthe concentration of substance B at any time t is derived
from the assumption that the reacting mass is a continuum. Which of
course we know is wrong. Any material object consists of its
molecules (discrete structure) and if the smallest unit that can react is
one molecule, then the whole reaction will be probably also a non-
continuous phenomenon. We can only have an integer number of
molecules that react at some time. Of course, if we consider the huge
number of molecules in an amount of a substance that we are able to
weight, then the discrete behaviour can be indeed approximated by a
continuous behaviour very well, since the smallest substance unit that
can react - a molecule - is tiny in comparison to the mass of the
substance. But if we want to be completely correct, we have to
consider the possibility of a discontinuous model, and its
consequences. We will do that later on, but now let's reconsider the
problem that appears when k1=k2, which we avoided by accepting

that we have to use limits and to work with aremovable discontinuity.
The problem of concentrations of the used type of chemical reaction,
can be formulated exactly and solved without any approximations. We
will handle the formulation and solution of the problem when we deal
with differential equations. For now it is enough to know that no
mathematical approximations have to be used in order to derive

k,xc
Cy = ﬁ {e** - &) Why then does the solution behave this
Y

way? What brings the discontinuity, be it removable or not? Let's

think about it. We have severa possibilities to explain this behaviour.
We could say that this is evidence for the impossibility to have two
different chemical reactions that proceed with the same rate. This might
sound not very reasonable, but if we take into consideration that two
different chemical reactions involve different molecules and different
reaction paths, and also the fact that the rates of the reactions are (in
most cases) measured real quantities, we see that perhaps thisisindeed
what the discontinuity "wants to say to us'. Measured quantities,
especialy real measured quantities, are always measured up to acertain
degree of precision and accuracy. But because they are real, they will
presumably be transcendent. (Not the way JHM wishes them to be ;-))
Such numbers are very hard to grasp exactly. Can two measured real
reaction rates of different chemical reactions be exactly the same? Think
of it. We will deal with such problems in another future marathon, but
now let's continue on possible explanations about the reasons for the
above discontinuity. One could also say that the fundaments of the used
continuous model are not completely correct, and that a discrete model
would avoid this problem. Acceptable critics, but we will seein afew
minutes that this is not the reason for this behaviour.

Let's model the reaction using a discrete model for the case in which at
the reaction start there are only molecules of the substance A . Some of
these will react and be transformed to B. We denote the number of

molecules of the substance A before the reaction with A(n - 1), and the

number of molecules after the reaction with A(n). The difference
between the number of molecules before and after the reaction is exactly
the number of molecules that reacted and got transformed to B. We
assume that the number of molecules that react is proportional to the
number of the existing molecules. This assumption isjustified later on,
when we see that experiments agree with the theory. That means:

A(n)- A(n- 1) =-k1xA(n- 1) 0 A(n) =(1- k1) xA(n- 1)
where k1 isthe proportionality constant, which has to be lessthan 1 but

positive. (Why?) Let's denote the initial number of molecules of
substance A with AO. That is: A(0) = AO.
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The above equations define a recursive sequence. If you have the
Sequences, Series and Limits Marathon, you can enter:

{A(n) = (- k)Aan-1) {A(0)=0}}

and use the program REC ® ANL to get the analytic closed form of
this sequence:

{A(n) =A0A (k1-12)" {n O +¥}}

and then press to extract A(n) = A0>{ (k1- 1))" out of the
list. If you don't have the Sequences, Series and Limits Marathon,
just enter the equation A(n) = A0 X (k1- 1))". Asyou can see, thisis
a decreasing geometric sequence, which shows that we at |east caught
the general behaviour of the reaction of substance A in our model.
Since A getstransformed in B, and since there is no reaction that
produces A , the number of molecules of substance A must decrease.
Now let's consider substance B. According to thereaction, B is
"created" by exactly those moleculesof A, which have reacted. But it

also reacts itself and gets transformed to C. The difference between
the molecules before and each reaction "step” can be represented as.

B(n)- B(n- 1) =k1xA(n- 1)- k2>8(n- 1)
which means that:
B(n) =kLA(n - 1) + (1- k2)>8(n- 1)

The constant K2 playsthe samerolefor B as k1 playsfor A. If we
now substitute what we have found for A(n) in the above equation,
we get:

B(n) =kLAOA- (k1- 1) +(1- k2)>B(n- 1)

We create amodel for the case that no substance B is present at the start
of the reaction, which meansthat B(0) = 0. These equations also define
arecursion, which written in our notation is:

{B(n) =KDAO (ki- 1) +(1- k2)B(n- 1) {B(0)= o}}

Unfortunately the program REC ® ANL can't turn thisrecurrenceto
its analytic closed form. (Which shows how imperfect Nick's

programming skills are ;-)) But using RSolve from Mathematicawe
get:

_KLAOA(1- k2)" - (1- k1))
- k1- k2

B(n)

Did you notice something? Exactly the same problem , k1- k2 appears
in the denominator. We still have the (removable) discontinuity!!! Again
we must accept that when k1=k2, we have to work with:

i KDAO (1- k2) - (1- k1)) pok xa01- k2)"
k1®Kkz kl- k2 1- k2

We see that it was not the assumption of mass continuum that was the
reason for this problem. The discontinuity appears also when we use
discrete modelling.

Notice also the similarity of the two expressions:

k1xcAO >(e"‘2" ] e"‘“) ad AO >k1><((1- k2)"- (1- k])n)
k1- k2 k1- k2
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If you give numeric values to the variables k1, k2, cAO and AO,
where cAO = A0, and plot the first expression with t as independent
variable and the second with n asindependent variable, then you see
that indeed both expressions describe the same thing. (Plot the second

many different phases, until it finaly is converted to B. Our discrete
model takes into consideration all moleculesthat either didn't even start
reacting yet, or those which have completed their reaction. But it doesn't
take into consideration those molecules which are reacting just now.

expression with the option _Connect unchecked.

How does this agree with the fact that small values for k1 and k2 give
plots that agree with the continuous model, while bigger values give

05 0.3 plots that are different from the continuous model ? (Consider how bigis
the number of just reacting molecules compared with al the other
molecules when k1 and k2 get greater.) How could we include the just
reacting moleculesin our discrete model? (The answer of this question is
not easy and includes reaction probabilities.)
| hope that this marathon has been a source of puzzling twisted thoughts
and of further ideas for heavy usage of the HP49G. We have seen that

400 the machine has many "unexpected" features, which sometimes make
The above plots were made with pour livesreally hard. But in general it isareal helper that can be used
k1=.02, k2 =.01, for purposes well beyond the level of education. (Which by no means
cAO= A0 =1.Ifyouusemuch "+# implies that education level is low or easy.) In the next part we will
greater values for k1and K2, continue with extrema of functions of more than one variables and
you will notice that the discrete similar examples taken from physics and chemistry.
mgfﬁqupgqo%ﬁe? {)?”g'dg'c%ﬂ‘i Summer greetings - where is the fridge?
for the concentration of B, and a Nick.
much faster decrease in 0
concentration of B. Canyou
explain why? (How clear can be
amovie that shows abullet flying
at supersonic speeds, when each |, -
picture shot takes, say, 1
second?) Using the discrete
model, we silently assume that
for each n the molecules exist
either in form of the substance A 20

or in form of the substance B.
But it isknown that reactionslike

for example A ® B follow areaction path. Molecule A is not
transformed immediately in molecule B, but it rather runs through
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